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hace tiempo. Me gustaŕıa no olvidar a ninguno, aunque esto no parece fácil, disculpadme
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Notation

In the following several symbols will appear which are summarized here for a better
reading,

BO Born-Oppenheimer
RGM Resonating Group Method
EST Ernst-Shakin-Thaler

λi Color Gell-Mann matrix, particle i
σi Pauli spin matrix, particle i

mN Nucleon mass
mπ Pion mass
αch Chiral coupling constant
Λch Chiral symmetry breaking scale
αs Strong coupling constant
b Harmonic oscillator parameter

S Spin
T Isospin
J Total angular momentum
L Orbital angular momentum
2S+1LJ Spectroscopic notation

N Nucleon
N∗(1440) Roper resonance
∆ ∆(1232)

OPE One-pion exchange
OSE One-sigma exchange
OGE One-gluon exchange

iii





1 A BIT OF HISTORY: MOTIVATION

Understanding the forces that bind nuclei and prevent them from breaking apart due
to the electromagnetic repulsion between the protons is still an open issue though their
existence has already been known for almost a hundred years.

The pioneering experiments of Rutherford [1] 1 by 1910 led to the discovery of the inner
structure of atoms. That step started the exploration of a new field of physics which
could not be described with the existing ideas at that time: the very small was completely
different from the world we are dealing with on our day life and also to the world of the
very large exemplified by the movement of planets and stars. This new world needed new
ways of thinking, basic concepts had to be revisited and redefined in an entirely different
way.

Quantum mechanics proved to be extremely successful in explaining the properties of
atoms allowing a quantitative understanding. Atomic spectra were explained with aston-
ishing precision assuming a very simple model, atoms were made up of a heavy nucleus
with positive charge sitting in the center of a quite empty space with a group of electrons
orbiting around it obeying the laws of quantum mechanics. The force that was preventing
electrons to escape from the nucleus was the electromagnetic force. Soon after, the in-
teraction between atoms that make possible the existence of molecules, clusters of atoms,
could also be understood as remnant forces, Van der Waals forces, of the electromagnetic
attraction between the electrons and the nuclei.

The next natural step was to keep increasing the collision energies such that the possible
structure of the nucleus itself could be explored. Nuclei basicly consist of protons and
neutrons 2 tightly packed to form a dense core inside atoms. The forces that keep neutrons
and protons together have to be of very short-range, otherwise they would show up at
higher scales, and of great intensity compared to the electromagnetic repulsive interaction
between the protons. These forces that keep nucleons bound together to form nuclei are
called strong forces.

1Rutherford found that the only way to understand the results of the experiments carried out by E.
Marsden and H. Geiger, under his supervision, where they bombarded thin layers of materials with alpha
particles, was to assume a positively charged nucleus of very short size, 10−14 meters, residing inside the
atoms whose peculiar sizes where about 104 times larger. In his own words ’It was almost as if you fired
a fifteen-inch shell at a piece of tissue paper and it bounced back and hit you’.

2The discovery of neutrons by Chadwick [2, 3] was much later than that of the proton.

1



2 A BIT OF HISTORY: MOTIVATION

Figure 1.1: The particle zoo. We show the particles with lifetimes longer than 10−16s
known by 1964. The figure is taken from Ref. [9].

Too many particles

Yukawa postulated in the 30s that this force between nucleons (neutrons and protons)
should be mediated by a massive particle, unknown at that time, in analogy to the photon
and the electromagnetic interaction. Based on considerations about the range of this
interaction 3 he predicted that its mass should be of around 100 MeV [4]. This carrier of
the strong force was called the pion (π). The pion was discovered experimentally a decade
later by Lattes et al. [5]. This discovery, together with that of the muon by Neddermeyer
and Anderson [6] and Street and Stevenson [7] 4 settled the beginning of particle physics.

By the middle of the past century a lot of very short-lived new particles were produced
in accelerators around the world in what was soon baptized as the particle zoo, see Fig. 1.1.
This huge amount of different particles reminded the times of Mendeleiev when there were
more than 70 elements that seemed to be all of them equally elementary showing that
a much simpler interpretation of all the particles would probably be on the way. This
happened in the 60s when M. Gell-Mann, Y. Ne’eman and G. Zweig, postulated the idea

3The range of an interaction is related to the inverse of the mass of the exchanged particle, that makes
electromagnetic interaction very long ranged -photons cannot be at rest- so that with a mass of a few
hundred MeV the range of the interaction was on the region of the 10−15 meters.

4The muon was thought for some time to be the pion itself due to the similar masses of both particles.
The keypoint to distinguish between them was the mean life of the detected particle that was much longer
than the expected one for the pion. See Ref. [8] for a historical description of the discoveries of muons and
pions.
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of quarks [10, 11]. These particles were first introduced as a mathematical artifact to give
some sort of order to the zoo 5. This idea not only could explain most of the particles
(hadrons) as compound states of three basic ones but also allowed Gell-Mann to predict
a new particle with its mass in what was one of the great successes of the quark model,
the Ω− (1672), discovered experimentally by Barnes et al. [12] a few months after it was
theoretically predicted. Years after, it appeared the idea of these particles being the actual
microscopic constituents of all matter that could feel strong forces. The quark picture was
introduced; protons, neutrons, and the rest of baryons, were made up of three quarks while
mesons, such as the pion, were composed of a quark and an antiquark. This simple idea,
assuming some quantum numbers for the quarks, allowed to understand the quantum
numbers of all the known particles and also gave an impressive result when magnetic
moments were studied.

Thus, the first thing that was studied within the quark picture were static properties
of the particles already known by that time. The next goal was to understand the forces
between the quarks, the dynamics. The basic questions that had to be answered were,
Why do quarks only appear in groups of three or as quark-antiquark and never alone?
How could one explain high-energy experiments where jets of particles were found? Which
is the mechanism that binds these quarks together?

QCD

There it came Quantum Chromodynamics (QCD). The necessity of a new degree of
freedom, color, was soon postulated. It was introduced to preserve the Pauli antisym-
metrization principle in this new world of inside nucleons. The ’new’ 6 theory, QCD,
has been able to explain all the data in the high-energy regions being now considered
as the true theory of the strong interaction. However this theory has some important
impediments, mostly due to the non-abelian structure of the gauge group from which it
is derived, and has remained only partially solved until today. The main problem comes
from the fact that a perturbative understanding of the theory can only be done properly
at very high energies where the coupling constant between quarks and gluons is small and
a perturbative solution of the theory makes sense (see Fig. 1.2). It is this region the one
that is tested in very high energy experiments where jets of particles are found. They can
be naively understood assuming that when, for example, an electron hits a proton with
great energy, each quark of the proton is hit independently and then dressed with quarks
from the vacuum forming new hadrons and resulting in three (each for each original quark
in the proton) jets, see Fig. 1.3.

5The original idea came when they realized that most of the particles already known could be accom-
modated in certain representations of the SU(3)f group giving support to the idea of some basic pieces
being the vectors of the fundamental representations of the group.

6QCD is already 30 years old.
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Figure 1.2: Naive distinct regimes in QCD.

Difficulties at low energies

A completely different scenario occurs in the energy domain where we are interested in
medium-energy nuclear physics. In this region we are dealing with energies of the order of
the masses of low-lying hadrons, typically 1 GeV. At these energies the coupling between
gluons and quarks grows making impossible any perturbative description. This problem
has given rise to a whole variety of models, such as constituent quark models, skirmion
models, bag models; approaches, such as the study of chiral symmetry as a tool to obtain
low-energy theories, and also to some new branches like lattice QCD.

This energy domain is nowadays of great interest because of mainly two reasons:

• The transition between QCD and nuclear physics, that is, between the scale where
a description in terms of quarks and gluons and the description in terms of mesons
and baryons, is expected to lie in this region.

• It is the region of confinement where quarks are tightly bound together to form
hadrons and also where chiral symmetry has been proved to be crucial.

There is where constituent quark models enter into the game. They recover the initial
naive picture for hadrons, baryons being composed by three quarks and mesons by a
quark and an antiquark, and derive the forces acting between these constituent quarks
taking into account the main properties of the underlying theory, QCD. This naive idea
finds great support in the heavy quark sector and allows a very good understanding of,
for instance, the charmonium (cc̄) spectrum. The spectrum of charmonium turns out to
be approximately just a rescaling of the spectrum of positronium (electron-positron, of
electromagnetic origin) as can be seen in Fig. 1.4 [13].
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Figure 1.3: Resulting hadrons in a high energy collision. Jets are clearly recognized.
Picture taken from the CERN photo database, http://www.cern.ch.

During the last 30 years several of such QCD inspired models have been proposed. These
models provide a consistent framework which can link two different phenomenologies as
are on the one hand the baryon-baryon interactions and with them the origin of nuclear
forces and on the other hand the study of low-lying hadronic spectra and the nature of
resonances.

In this thesis we consider a constituent quark model which has been employed to study
many features in the low-energy regime. In the following we go through several open issues
in this energy range and briefly describe the contribution of this work to each of them.

In Chapter 2 we start describing the basic elements of the chiral constituent quark
model and summarize some of the previous calculations that have already been done with
it. The model we use in this work is the one of Refs. [14, 15] 7. The differences between
the model and other available in the literature will be discussed. The main success of
the model concerns the understanding of both the low-energy hadron spectrum and the

7Some authors name this model as hybrid quark model due to the model containing both the exchange
of gluons and Goldstone bosons. We do not use it as it creates confusion with true hybrid models where
the interactions between quarks are supplemented with effective interactions at baryonic level.
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Figure 1.4: On the left the spectrum of positronium, driven by the coulomb interaction.
On the right the experimental spectrum of charmonium cc̄. In solid the states already
observed, in wavy lines the electromagnetic transitions. Figures taken from Ref. [13].

nucleon-nucleon (NN) interaction.

Baryon-Baryon interactions

The study of baryon-baryon interactions has received much effort during the last decades.
On the one hand there was the great success of one boson exchange (OBE) models such as
the Nijmegen or Bonn potentials (see [16, 17], and references therein). These models had
as starting point the Yukawa theory. They constructed the NN interaction by assuming
the exchange of mesons between the nucleons at a baryonic level, without any mention
to the inner structure of nucleons. They made a clear distinction between three regions
of the NN interaction which are the short (R < 1 fm), medium (1 fm < R < 2 fm)
and long-range parts (R > 2 fm). Understanding the short-range was not considered a
main goal of baryonic models as there the substructure of nucleons is expected to play
a role. For example the Paris potential [18], which was built based on dispersion theory,
parametrizes the short-range part with no physics underneath while the Bonn potential
uses the exchange of more massive mesons to generate repulsion at short distances. The
medium and long ranges were mostly explained in terms of the exchange of pions (long-
range) and more massive mesons, such as the σ (medium-range). These models have
several free parameters: the coupling constants between the nucleons and the exchanged
mesons, the cut-offs used to regularize the potentials and also the structure of the vertex
functions (monopole, dipole, etc.).

The reasons to study the NN interaction (and in general of any baryon-baryon interac-
tion) with a constituent quark model are many folded. Historically it was thought as a clear
way to try to obtain the short-range of the NN interaction which had to be parametrized
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in OBE models [19, 20, 21]. In this line the first studies were devoted to understand the
repulsive core of the NN interaction as a consequence of the antisymmetrization principle
at the quark level [22]. These studies were mostly focused on a correct description of the
symmetries so that the repulsive behavior of the NN interaction at short distances could
be explained. The next step was to try to understand the interaction at all distances.
An interesting fundamental approach was the one followed by Fujiwara and Hecht [23].
They incorporated explicit qq̄ and (qq̄)2 pairs to the model and studied the resulting NN
interaction. Their results showed some attraction in the long-range but not enough to
understand the experimental data. Soon later some hybrid models containing constituent
quarks and also an effective baryonic potential between the center of mass of the clusters
were constructed in order to get a good description of the interaction also at long dis-
tances [24, 25]. The lack of consistency of this last hybrid approach makes it not very
appealing. Then chiral symmetry ideas made their way into this problem and forced the
appearance of chiral constituent quark models. These models, that we explain in more
detail in the next chapter, incorporate in a natural way the exchange of mesons between
the constituent quarks. They were also the first models that successfully pursued a si-
multaneous understanding of both the low-lying hadron spectra and the NN interaction
based on a unique microscopic quark-quark interaction [14, 26, 27].

The construction of baryon-baryon interaction potentials from the dynamics of the con-
stituents is a crucial point for the results described in this thesis. In Chapter 3 the way
two-baryon potentials are constructed using the Born-Oppenheimer (BO) method is dis-
cussed. This method is later on employed to build the transition and direct potentials to
the N∗(1440).

Few-body observables

Once two-baryon systems have been studied a next step could be to explore the quality
of such potentials when applied to the study of few-body observables. Studying few-body
systems a much deeper understanding of the baryon-baryon interactions can be pursued.
For example, the NN interaction is constrained by all the existing experimental data,
phase shifts and deuteron properties, which only depend on the on-shell part of the T
matrix. The off-shell part of the interaction cannot be fixed by any nucleon-nucleon
phenomenology and it is thus unknown. Several two-nucleon interactions may have the
same on-shell behavior, and therefore reproduce equally well the phase shifts and deuteron
properties, but have a completely different off-shell behavior. On the other hand this off-
the-energy-shell part of the T matrix can be explored by studying few-body observables
such as the triton binding energy 8. An interesting point is to explore the implications
of constructing the NN potential from a quark model regarding the off-shell behavior of
the potential. In particular, this different off-shell behavior of the T matrix could explain
part of the missing binding of the triton as compared to calculations which are completely

8In many-body problems one of the nucleons can exist, by virtue of the Heisenberg uncertainty principle,
off the energy shell, that is, the energy momentum dispersion relation E2 = p2 + m2 does not hold.
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Figure 1.5: πN cross sections versus the invariant mass of the system. “X” and “+” are
the results from the partial wave analyses of Refs. [30, 31]. The solid line corresponds
to the analysis of Ref. [32] where the picture is taken from. On the left we see the S11

channel where the N∗(1535) appears as a clear peak in the cross section. On the right the
same for the case of the N∗(1440) resonance. The solid circles are contributions to ππN
channels.

local [28] or with the off-shell behavior fixed arbitrarily. In Ref. [29] a calculation of the
triton binding energy was performed employing a two-body NN interaction derived partly
from a quark model. However, they had to include an effective force between the center
of the clusters to provide medium-range attraction to the resulting potential.

In Chapter 4 we focus on a few-body observable, the triton binding energy. We calculate
for the first time the triton binding energy making use of NN potentials derived from a
constituent quark model. We perform a calculation with BO derived NN potentials and
also with potentials derived through the resonating group method (RGM). The motivation
to perform such a calculation is two-sided, on the one hand we show that the model
used can get a reasonable result for the binding energy of the triton, on the other hand
we analyze the results obtained with the non-local potential derived from the RGM as
compared to those derived within the BO scheme, studying the effect of the non-local
contributions to the interaction.

Hadronic resonances

The existence of a spectrum of hadrons is a clear signal of the presence of substructure.
These resonances appear as peaks in scattering experiments such as πN , ep, pp, and many
others. In Fig. 1.5 we show some examples of such experiments. The peaks observed at
certain energies show the existence of resonant states whose properties, such as width,
mass and quantum numbers, can be extracted from the experimental data. Some of the
baryonic resonances can very well be understood from a quark model picture as excitations
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Baryon Mass (MeV) Parity Spin Isospin Experiment
N 939 + 1/2 1/2
∆ 1232 + 3/2 3/2 π, e
N∗(1440) 1440 + 1/2 1/2 π, e

Table 1.1: Properties of low-lying baryons. The ’Experiment’ shows in which experi-
ment has the resonance been observed, π refers to πN scattering while e refers to (e,N)
processes.

both radial or orbital and of spin-isospin of the constituent quarks. But there are some
cases where the nature of the resonance is not so clear and several interpretations still
coexist, this is the case of the Roper (N∗(1440)) resonance, see Table 1.1. Its nature is
elusive and there exist nowadays several interpretations of its origin which motivate part
of the experimental works at JLab [33]. In this work we shall assume the N∗(1440) to
be an excitation of the constituent quarks with no other Fock state components and will
see what can be inferred from it. Very recent lattice calculations [34] support this quark
model picture of the N∗(1440) resonance. Let us note that the naive quark model cuts the
Fock space keeping only states with three valence quarks, for instance the nucleon wave
function in the quark model is:

|N〉 = |qqq〉 , (1.1)

but it could also contain terms of the type,

|N〉 = |qqq〉+ |qqqqq̄〉+ |qqqg〉+ ... . (1.2)

The success of the naive model in explaining the phenomenology, spectra and baryon
interactions, supports the truncation of the Fock series according to Eq. (1.1).

In the case of the N∗(1440) some authors claim it can be generated dynamically when
they study the πN system from a baryonic point of view [35]. This fact can be rephrased
in a quark model language as saying that more Fock components are needed than the
three quark one, or also, that the coefficients of the other components of the Fock state
are bigger than the naive one 9.

Apart from the nature of resonances there is also the problem of determining to what
extent they affect the dynamics of neutrons and protons in nuclear reactions. The first
resonance to be studied and that is nowadays accepted to play an essential role to under-
stand NN dynamics at higher energies is the ∆(1232). In the quark model this is just a
spin-isospin excitation of the nucleon and can be very well understood in the quark model
picture. Recently also the role of the N∗(1440) has been studied from a baryonic point of
view in several reactions such as p(α, α′) or p(d, d′) [36, 37] scattering or when studying the
dynamics of nucleons and resonances with a Boltzmann equation formalism [38]. In both

9This was one of the points of discussion in the meeting “The physics of the Roper resonance” (Trento,
2002). M. Lutz defended the idea of most of the resonances being generated dynamically. W. Weise, D.
O. Riska, E. Oset and others seemed to have more conciliatory points of view.
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cases it is customary to have a good model for the transition between the different baryons
involved. The quark model provides a good starting point for obtaining these transition
potentials in a well defined and consistent way. The basic assumption needed, once the
microscopic interaction between the constituents is settled, resides in the construction of
the Fock vector for the resonances.

The BO method exposed in Chapter 3 will be employed to obtain both the direct
NN∗(1440) → NN∗(1440) and the transition NN → NN∗(1440) potentials in Chapter 5.
In both cases an ample description of the features of both potentials is given. In Chapter 6
we make use of the potentials obtained in Chapter 5 and present three applications: first
we calculate the probability of NN∗(1440) and N∆ components on the deuteron, secondly
we obtain the coupling constants between the N∗(1440) and the N and the two Goldstone
bosons present in the model making use of the transition potential described in Chapter 5,
finally we explore the Roper excitation in the target mechanism proposed in Ref. [37]
to understand part of the differential cross section of the process p(d, d′)X. Chapter 7
is devoted to explore the implications of our transition potentials, the ones calculated
in Chapter 5 together with the NN → N∆ transition potentials already obtained in
Refs. [39, 40], in the investigation of the NN interaction at energies above the ∆ region.



2 THE QUARK MODEL

In this thesis we make use of the constituent quark model developed by the Salamanca-
Tübingen group [14, 15]. This model was constructed a decade ago and has already been
applied to the study of different aspects of the low-energy regime of the strong interaction.

The model belongs to the category of QCD inspired models. Therefore, its main assump-
tions can be understood from the relevant features of the theory we want to model, QCD.
First, we explain in some detail the relevant properties of QCD which are important to
build the constituent quark model. We describe a theoretical scenario that can serve as
a bridge between the theory and our model. Secondly a deeper perspective on the actual
quark model is given. We go through all the important points defining the quark model as
are the confinement procedure, the residual interactions, the dynamics of the constituents
and the way the few parameters occurring in the model have already been fixed. Finally
we show some results from previous works where the same constituent quark model was
employed so that the reader retains a glimpse of the variety of phenomena that can be
correlated and studied.

2.1 From QCD to constituent quarks

There are many theoretical scenarios that provide hints pointing to the existence of
a regime where constituent quarks emerge as the natural degrees of freedom from the
underlying theory. To understand them we have to look carefully into the main aspects
of QCD.

QCD is a gauge theory. This means that the interaction lagrangian can be derived
in the following way: Let us start with a free lagrangian for a certain number of quark
families (flavors),

L0 =
∑
f

q̄f (iγµ∂µ −mf ) qf . (2.1)

qf and q̄f are the quark and antiquark fields with flavor f , defined as three vectors of the
color field, that is, qf ≡ column(q1f , q

2
f , q

3
f ) with qα

f being a quark field of color α and flavor
f .

Let us then impose gauge invariance to this lagrangian, that is, force the lagrangian to
be invariant under the following transformation of the fields,

qα
f → Uα

β q
β
f , (2.2)

11
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Figure 2.1: Some of the vertexes appearing in QCD.

where UU † = 1 and detU = 1. The SU(3)c color matrices U can be written in the form,

U = exp
{
−igs

λa

2
Λa(x)

}
, (2.3)

with λa the generators of the fundamental representation of SU(3)(Gell-Mann matrices)
and Λa(x) real space-time functions. In order to fulfill the above requirement, Eq. (2.2), a
certain number of gauge fields 1 need to be added to the theory in direct analogy to what
happens in the gauge derivation of quantum electrodynamics.

However there is a major difference between the two theories and it is the symmetry
group which is imposed on the free lagrangian. In the case of QED the symmetry group is
U(1) while in the case of QCD the group is SU(3)c. U(1) is an abelian group while SU(3)
is not abelian. As a consequence, the resulting interactions between the constituents and
the gauge fields are much more involved than in the case of electrodynamics, see Fig. 2.1.
In particular, we can see that unlike in QED this lagrangian contains interactions between
the particles which carry the strong force, the gluons, which also carry the charge of the
gauge group, color. This makes the theory non-linear and is the main reason for most of
the difficulties one encounters when trying to solve it.

There are three relevant properties that correspond to three different limits where some
important characteristics of the theory have already been settled.

Asymptotic freedom

This corresponds to the limit of very high energies. In this limit the quarks are carrying
a huge momentum and are thus moving very fast, or correspondingly they can be very close
together, at very short distances. In this limit the running coupling between quarks and
gluons drops very fast and a perturbative treatment of the theory is in order. Actually,
the coupling drops asymptotically to zero so that in the limit of very high momenta
quarks move essentially as free particles, see Fig. 2.2. This is what is known as asymptotic
freedom. This very special feature of QCD allows a clear understanding of most of high

1The number of gauge fields necessary to preserve gauge invariance is equal to the number of generators
of the group, in the case of SU(3) this number is eight. The explicit gauge derivation of the QCD lagrangian
can be seen in Ref. [41].
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Figure 2.2: Behavior of the running coupling between quarks and gluons calculated up to
one-loop corrections, αs, as a function of the momentum transfer, see for instance Ref. [42].

energy collision experiments where jets of hadrons are found in concordance with the idea
of free quarks being hit independently and getting dressed with qq̄ pairs of the vacuum as
their energies decrease.

Chiral Symmetry

This is a property of the QCD lagrangian that is being studied extensively nowadays.
The reason is that it is one of the few tools that permits us to study the physics of the
strong interaction at low energies from QCD in a more or less systematic way.

The main point lies on the empirical fact that the current masses (the masses appearing
in the QCD lagrangian) of the lowest lying quarks, up, down (and strange), are very small
compared to the scale of masses of low lying hadrons 2 - 10 (100) MeV vs. 1 GeV. This
led to the idea of studying the theory in the limit of those quark masses being actually
zero, which is almost the case for up and down quarks. In this limit it can be easily shown
that the QCD lagrangian splits up into two different pieces which conserve chirality and
which do not mix together. This chiral symmetry of the QCD lagrangian in the limit of
the masses of the quarks being exactly zero would imply (if realized a la Wigner-Weil 3)
several features that could be tested experimentally. The first one would be the existence
of chiral partners, that is, for each low lying hadron there would exist another one with
equal mass and opposite parity, secondly, the masses of all low lying mesons would be
degenerate in mass in that limit. This is not observed in nature and leads to the idea
of a dynamical chiral symmetry breaking in QCD 3. This has a tremendous relevance due

2This is completely accepted for quarks u and d. For the s quark, whose mass is 80-155 MeV [43], its
smallness deserves some discussion.

3 There are two main ways in which actual symmetries of the lagrangian can show up in the spectrum.
The first one is the standard, Wigner-Weil, realization when the generators of the group annihilate the
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to the existence of a theorem by Goldstone [46] which states that when a lagrangian is
invariant under a certain group there must exist a massless boson for each generator of the
group that fails to annihilate the vacuum. The quantum numbers of the massless boson
are those of that generator. These massless bosons couple to the fermions of the theory.
This is the cornerstone of our quark model and thus we will go through this idea again
later.

Confinement

The property of confinement is a very important feature that QCD needs to contain
and that has not yet been rigorously proven. Experimentally no one has ever detected
a free quark nor has anyone detected any colored particle 4. That means that, indepen-
dently of the energy of the particles involved in the collisions, the products of high energy
experiments where quarks are playing a mayor role are always uncolored hadrons and
leptons. This leads to the idea of confinement: quarks seem to prefer to be confined to
form uncolored particles.

Confinement, being such a relevant feature, has been studied from many points of view.
One of the most recent ones is using numerical techniques to solve the QCD lagrangian.
This is done in lattice QCD which is a formulation of the original theory, hopefully preserv-
ing its symmetries and properties, in a discrete space-time. In lattice theories confinement
seems to emerge naturally from the original lagrangian. Not having a rigorous proof of
confinement the first hint showing that QCD probably produces confinement comes from
the study of the behavior of the running coupling between quarks and gluons as we let
the momentum transfer go to zero. As we see in Fig. 2.2 the coupling constant between
quarks and gluons grows as we approach the region of low Q2. This means that at low
momentum transfer, or correspondingly long distances, the strength of the force that binds
quarks together grows making it impossible to separate the quarks. The weak point in
this argument resides in the fact that it is precisely in that limit where the tools used to
calculate the running coupling itself start to blow up 5.

2.1.1 Constituent quarks

Up to now we have devoted our efforts to present QCD and its relevant aspects, now
we explain how the constituent quark model emerges from the original theory.

vacuum. In this case the spectrum exhibits the symmetries of the lagrangian. A theorem by Coleman [44]
asserts that ’the symmetries of the vacuum are the symmetries of the world’. But there is another way,
a la Goldstone, which corresponds to the case of a vacuum of the theory not been symmetric under the
symmetries of the lagrangian. This is what is called spontaneous symmetry breaking, and this is essentially
the case for QCD [42, 45].

4There are, of course, many evidences of the existence of color as a degree of freedom.
5This is similar to what happens when studying the mechanical vibrations on a rope. The simple theory

describing the process of small oscillations, e.g. describing the tone of a string guitar, breaks when the
oscillations are no longer small and cannot fully describe the resonant processes.
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Let us consider the non-strange sector. Therefore, we have quarks u and d, which are
almost massless in the original theory and a spectrum of particles that can be understood,
in principle only the quantum numbers, from the properties of quarks u and d. The
masses of these quarks are so small that the requirements of chiral symmetry, massless
quarks, are almost fulfilled. On the other hand the spectrum of low lying hadrons shows
no sign of parity doublets providing a clear sign of chiral symmetry being broken not only
because of the small quark masses. Thus, we arrive to the conclusion that chiral symmetry
needs to be showing up in the spectrum a la Goldstone. This, by virtue of the Goldstone
theorem, enforces the existence of at least two massless particles and also makes the current
quarks get dressed and become constituent quarks. Would the whole process be exact,
massless quarks, etc., we would end up with a bunch of massless Goldstone bosons being
exchanged between the constituent quarks. In the real world chiral symmetry is only an
almost broken symmetry so what we end up with are low mass bosons being exchanged
between the constituents.

There are several ways to write an effective chirally invariant lagrangian for the con-
stituent quarks. We consider a linear realization of chiral symmetry 6:

L = i q̄iγ
µDµqj −Mij q̄iqj −

1
4
FµνaF a

µν (2.4)

+ q̄i (σδij + iγ5~π · τij)qj +
1
2
∂µ σ∂

µ σ +
1
2
∂µ~π · ∂µ~π , (2.5)

π and σ are the Goldstone modes of the model, a pseudoscalar-isovector (π) and a scalar-
isoscalar (σ). At the same time, not being affected by the process of chiral symmetry
breaking, the constituent quarks keep exchanging gluons [47]. The scale of chiral symmetry
breaking Λch is incorporated to the model through a form factor of the form,

F (q) =

(
Λ2

ch

Λ2
ch + ~q 2

)1/2

. (2.6)

The nature of the physical pion in this framework being both a Goldstone mode ex-
changed between the quarks and also a bound state of a quark and an antiquark has
deserved several discussions [47]. We do not intend to address this problem here but sim-
ply quote Ref. [48] where a study of the pion from a Schwinger-Dyson formulation of QCD
is performed, arriving to the conclusion that both interpretations of the pion can coexist.

By now we already have most of the ingredients: constituent quarks, whose ∼ 300 MeV
mass includes the net effect of the quarks moving through the qq̄ sea, Goldstone bosons
exchanged between the constituent quarks and gluons being a remnant of the perturbative
regime of the original theory. We now need to add an ad hoc confinement tool that in our
case consists in a two body potential with a suitable color-orbital structure. In Fig. 2.3
we can see the different ingredients of the model.

There are nowadays several constituent quark models which coexist. All of them share
most of the main characteristics described above as is the fact that the mass of the quarks

6Non-linear realizations can also be produced.
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Figure 2.3: Different components of the model. We depict two different scales, one which
corresponds to the scale of confinement (Λc) and the second one which is the scale of chiral
symmetry breaking (Λch). The figure mimics the ’world’ as seen by a quark with green
color inside a nucleon.

is a constituent one or that there must be a confinement mechanism and residual in-
teractions. The most crucial differences among them are the residual interactions and
confinement mechanisms considered in each case. For instance in the model of Ref. [49]
they consider the complete octet of low-lying mesons as the Goldstone bosons, the same
case as in Ref. [50] where they give an extension of the model we employ here to the
strange sector. In the case of the model of Ref. [51], also employed by [52], the most
important difference, that has risen much discussion during the last three years, see for
instance Ref. [53], is that they do not include any perturbative one-gluon exchange in-
teraction. Instead of that they claim that they can understand most of the phenomena
including only the octet of mesons as Goldstone bosons. Few years ago Nakamoto and
Toki [54] emphasized the difficulties encountered to understand both the baryon spectrum
and the NN interaction without including some hyperfine interaction similar to the one-
gluon exchange and a scalar-isoscalar boson exchange. Very recently Ref. [55] pointed
out that when a chiral partner, namely the σ, is included in the model of Ref. [56] and
semi-relativistic kinetic energies are considered for the quarks the results for the spectrum
of baryons are unstable. Suggesting that the semi-relativistic kinetic energies should be
used together with relativized interactions between the quarks.
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Particle Charge (e) I3 Mass (MeV) Composition
u 2/3 1/2 313 u
d −1/3 −1/2 313 d

proton 1 1/2 939 uud
neutron 0 −1/2 938 udd
∆++ 2 3/2 1232 uuu

Table 2.1: Properties of the constituents. Also some composite particles are shown.

2.2 Ingredients of the model

With the ideas of the previous section in mind we expose the constituent quark model
for the non-strange sector which we use in this work.

Constituent quarks

The constituents, quarks u and d, are fermions of spin 1/2 and charge (in units of e) 2/3
and −1/3 respectively carrying also color. These two fermions are considered in an isospin
formalism as an isospin doublet with a proper relation between charge and isospin. In this
model both non-strange quarks are considered as degenerate in mass. These constituent
quarks have a mass of approximately one third of the nucleon mass, 313 MeV. In Table 2.1
we show the main static properties of the constituents. We also present the composition
of some non-strange baryons in terms of quarks for a comparison.

Confinement and residual interactions

Confinement is included in an ad hoc manner by imposing a two body potential between
the constituents so that it does not act on color singlets. A radial structure is also needed
and can be taken as linear or quadratic. A quite standard form used in the literature and
based on lattice QCD results of Wilson [57] 7 is,

VCON (~rij) = ac
~λi · ~λjrij , (2.7)

where rij = |~ri − ~rj | and λi are the SU(3) color matrices.
The confining potential plays a major role for understanding hadronic spectra. There,

more sophisticated orbital structures have been considered to take into account the sat-
uration of the confining force at a certain scale. For our study, which mainly refers to
two-baryon systems, the precise orbital functional form is not relevant [59]. Due to the
arguments explained in Sect. 2.1, we have some residual interactions which have, in prin-
ciple, two different natures: of perturbative origin and from the spontaneous breaking of
chiral symmetry.

7For a review see Ref. [58].
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In the perturbative region, which corresponds to short distances, R<1 fm, we have
the one-gluon exchange (OGE) 8. It was first introduced by de Rujula et al. [60] in a
first attempt to understand the spectrum of low-lying baryons. It is a very short ranged
force and mainly contributes to the short-range part of the baryon-baryon interaction.
The derivation is done from the Feynman diagram for the exchange of one gluon between
the quarks and taking the non-relativistic limit. Its spin-color structure is important to
understand the mass difference between the N and the ∆(1232). Here is the usual form
for this interaction,

VOGE(~rij) =
1
4
αs
~λi · ~λj

{
1
rij

− π

m2
q

[
1 +

2
3
~σi · ~σj

]
δ(~rij)−

3
4m2

q r
3
ij

Sij

}
, (2.8)

αs is the strong coupling constant which in the model is to be considered a parameter, ~σj

are the Pauli spin matrices of quark j and Sij is the standard tensor operator defined as,

Sij = 3(~σi · ~rij)( ~σj · ~rij)− (~σi · ~σj) . (2.9)

The most important part is the ~σi · ~σj
~λi · ~λj term of the central part of the potential,

called color-magnetic, that gives different behavior for the different S-waves (1S0 and 3S1)
as seen in the NN phase shifts. It also contributes to the N −∆ mass difference.

As explained in Sect 2.1.1 the spontaneous breaking of chiral symmetry is incorporated
in the model arriving to the effective lagrangian of Eq. (2.5). This lagrangian contains
a pseudoscalar exchange, the one-pion exchange (OPE), and a scalar one, the one-sigma
exchange (OSE). The scale of chiral symmetry breaking is incorporated through the form
factor of Eq. (2.6). The second one, OSE, simulates part of the interaction due to the
two-pion exchange mechanism which is not explicitly included in our model. Their ex-
plicit forms are obtained after a non-relativistic reduction of the corresponding Feynman
amplitude for each process and their precise forms are,

VOPE(~rij) =
1
3
αch

Λ2
ch

Λ2
ch −m2

π

mπ

{[
Y (mπ rij)−

Λ3
ch

m3
π

Y (Λch rij)

]
~σi · ~σj +[

H(mπ rij)−
Λ3

ch

m3
π

H(Λch rij)

]
Sij

}
~τi · ~τj , (2.10)

VOSE(~rij) = −αch

4m2
q

m2
π

Λ2
ch

Λ2
ch −m2

σ

mσ

[
Y (mσ rij)−

Λch

mσ
Y (Λch rij)

]
, (2.11)

αch is the coupling between the Goldstone bosons and the constituent quarks, mπ and mσ

are the masses of the pseudoscalar and the scalar bosons respectively, Λch is a cut-off to
switch off the interactions below the chiral symmetry breaking scale, and, finally, Y (x)
and H(x) are standard Yukawa functions given in Eq. (A.2).

8In principle we have OGE at all distances, but due to its color structure it only plays a role at very
short distances.
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The final form of the quark-quark interaction including confinement, one-gluon ex-
change, and the Goldstone boson exchanges is:

Vqq(~rij) = VCON (~rij) + VOGE(~rij) + VOPE(~rij) + VOSE(~rij) . (2.12)

2.3 Fixing the parameters

The first parameter we consider is the constituent quark mass, which we take as one
third of the mass of the nucleon: mq = 313 MeV. The rest of the parameters that have
appeared in the description of the model are fixed directly or indirectly from experimental
data and/or have some theoretical boundaries.

• Chiral masses

We assimilate the pseudoscalar mode of our model to be the real pion and thus
we take its mass from its experimentally measured one ∼138 MeV. This ensures
that the behavior of the NN potential at long distances is the well-known pionic
one. Once the mass of the pion is fixed, PCAC (partial conservation of the axial
current) provides a relation for the mass of the scalar partner (sigma meson in our
model) [61],

m2
σ ' (2 mq)2 +m2

π . (2.13)

• αch

It is fixed to reproduce the well known long range tail of the NN interaction. It
is not directly measured but can be considered as a very much fixed parameter:
αch=0.027.

• Λch

Λch sets the scale at which chiral symmetry is broken. Therefore, at high momen-
tum transfer between the quarks the Goldstone boson exchange interactions vanish.
Moreover, this parameter controls the tensor interaction we will have in our model
when two-baryon interactions are studied. Once αch is set to reproduce the long-
range tail of the NN interaction, Λch determines to a good extent the probability
of D-wave on the deuteron. On the other hand a quite narrow range for this pa-
rameter was obtained by studying a spin-flip reaction where the relevant part of the
quark-quark interaction is the tensor part of the OPE potential. The study was done
for pp → n∆++ [62]. Combining both the reproduction of the D-wave part of the
deuteron and the study of the pp→ n∆++ reaction we arrive to the value 9 Λch=4.2
fm−1.

9The values of Λch are also restricted by the value of ΛπN according to Ref. [63].
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mq(MeV) 313
b(fm) 0.518
αs 0.485

ac(MeV · fm−1) 109.7
αch 0.027

mσ(fm−1) 3.421
mπ(fm−1) 0.70
Λch(fm−1) 4.2

Table 2.2: Quark model parameters.

• αs

With the previous parameters already fixed in the NN interaction we fix the value
of αs to get the correct mass difference between the N and the ∆(1232). The values
for αs in the literature have ranged between 0.2 and 2.3. In our work we take it as
αs=0.485.

• b

This parameter was included in the model when the two-nucleon interaction was
studied. Its value is roughly fixed to get a reproduction of the nucleon charge
radius. In fact the value we use is smaller due to the effect of the pionic cloud. A
completely consistent treatment of both the baryon spectrum and the baryon-baryon
interactions would require the use of the wave functions obtained studying spectra
in the study of for example the NN interaction. The inclusion of the exact wave
function would make the baryon-baryon problem much more involved. Moreover
Ref. [27] (in Chapter 3 we reproduce their results), showed that the external part of
the nucleon wave function can be correctly approximated by using just one gaussian
with parameter b=0.518 fm.

• ac

This is the parameter appearing in the confining force between the quarks, Eq. (2.7).
For the purpose of studying two-baryon forces the value of the parameter is not
directly relevant as the contributions from the confinement to the force between two
baryons is very small (zero for quadratic confining potential). However, let us simply
mention that the value of the parameter is such that it ensures a confining potential
and thus that the rest of our interactions make sense (a negative value for ac would
imply a deconfining potential). Its value is fixed through a stability condition for
the nucleon mass of the form:

∂MN (b)
∂ b

= 0 , (2.14)

giving a value of ac = 109.7 MeV fm−1.

We summarize in Table 2.2 the parameters of the model.
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Figure 2.4: Spectrum of low lying mesons.

2.4 Previous works

There are many topics that have already been studied in the framework of this con-
stituent quark model. The results obtained are, in general, in good agreement with ex-
perimental data or with other theoretical estimates. They can be divided into two type
of works: spectra and baryon-baryon interactions.

2.4.1 Spectra

The chiral constituent quark model permits very definite predictions for the spectra of
low lying hadrons.

Mesons

For mesons, with the assumptions made in the previous sections, a first approach would
be to solve the Schrödinger equation for the quark-antiquark system with the interactions
explained above. More refined calculations were also reported in Ref. [64]. In their work
they studied, with the wave functions obtained solving the two-body problem, the strong,
and, real and virtual, electromagnetic decays of mesons [65].

We show in Fig. 2.4 a spectrum obtained for low-lying mesons taken from the Ph.D.
of Blanco [50]. He studied the meson spectrum using a non-relativistic model and also
a semirelativistic version of the same model to see if the influence of the kinematics was
noticeable.
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Figure 2.5: Spectrum of non-strange baryons.

Baryons

The problem is considerably more involved for the case of the baryon spectra were a
three-body problem with two, and eventually three, body forces needs to be solved. The
problem can be formulated in many different ways and solved using various methods 10.
The spectrum which is obtained for baryons has also been the object of extensive study in
several works. One of their results is shown in Fig. 2.5. The main difficulty encountered
by this model was to reproduce the correct ordering between the first negative, N∗(1535),
and first positive parity, N∗(1440), states together with a simultaneous description of the
NN interaction 11. However it is interesting to emphasize that if we consider the two
parities independently and allow for a rescaling of the ground state of the negative parity
sector we could get a very good reproduction of the complete spectrum. The capability of
quark models to give a good reproduction of the spectra of particles is crucial and gives
support to any further calculation. Therefore, if a resonance is not well understood in
a quark model that may suggest that more components are needed in the Fock space,
Eq. (1.2), as we mentioned in the introduction.

2.4.2 Baryon-baryon interactions

Historically the first subject of study of the quark model we make use of in this work was
the study of the NN interaction at energies of the order of 300 MeV. It was first studied

10A description of the various methods can be found in the reviews by Gloeckle [66] and Suzuki and
Varga [67].

11Ref. [68] shows how the ordering problem could be solved by letting the parameter Λch take higher
values than the ones that allow an understanding of the NN system, that would be equivalent to including
in the model the exchange of η’s as in [51].
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without the inclusion of the one-sigma exchange [69, 70] and with it a decade later [14].
At the same time all the interactions involving the ∆ were obtained using similar tools to
those already developed for the calculation of the NN ones but taking into account the
fact that the ∆ has a different spin-isospin structure [39]. These potentials have been used
to make calculations concerning the existence of bound states of nucleons and ∆’s [71, 72]
recently predicting the existence of a NN dibaryon resonance that has some evidence as
seen in experimental analyses [73]. In Chapters 4, 6 and 7 we make use of them.





3 BUILDING BARYONIC INTERACTIONS

In the previous chapter we have explained in some detail the foundations and main points
of the chiral constituent quark model which serves as theoretical microscopic framework
in this work. Once this has been settled the next step will be the study of the dynamics
of compound systems from the dynamics and properties of the constituents. In our case
these compound systems are two-baryon systems made of N ’s, N∗’s and ∆’s, which we
assume to be made up of 3 constituent quarks.

There are several reasons to study baryon-baryon interactions in the framework of a
constituent quark model. The first one is that once we know that quarks are the actual
constituents, and that consequently baryons are composite particles, one should be able
to understand the interaction between baryons assuming this inner structure and knowing
the microscopic laws acting on the components. A particularly relevant case corresponds
to the understanding of the NN interaction in terms of quark degrees of freedom. The
theoretical scenario is very similar to what happened when the forces that kept atoms
bound were understood and the forces between them and also between molecules, clusters
of atoms, were derived from them. These forces are the well known Van der Waals forces,
which are remnant interactions arising from the electromagnetic force.

The second motivation has to do with the fact that once a cluster nature is postulated
for the nucleons this inner composition will in a natural way have some effects on the two-
baryon properties. That is because of the fermionic character of the constituents which
must obey the Pauli principle. This constrain on the wave function at quark level will
first of all have its counterpart on the systems of two identical baryons, as for example the
NN system. By imposing the Pauli principle at the microscopic level, we will be able to
recover the well known selection rules at the baryonic scale. At the same time we obtain
traces of the underlying structure in those systems which are distinguishable at baryonic
level, such as the NN∗(1440) system, specially for those partial waves which are forbidden
in the NN case as for example the 1S0 (T=0) partial wave. These results are observed
without any explicit assumption on the dynamics of the constituents. They are derived
from the correct definition of the two-baryon wave function in terms of quark degrees of
freedom. At the same time, repulsion at short distances originated by the Pauli principle
will be a noticeable feature in some partial waves for some of the interactions derived from
constituent quarks, even for those systems where the Pauli principle does not act at the
baryonic level due to the non-identity of the baryons.

There are in the literature two well-known methods to study the dynamics of two clusters
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of particles (see [59] for a review). They are the RGM 1, which was first used by Oka and
Yazaki [22] to study the NN interaction, and the BO employed first by Liberman [75] to
study the NN system.

In Sect. 3.1 we study the procedure followed to construct the two-baryon wave function.
This wave function already provides a tool to study baryonic effects of the antisymmetry
requirement at quark level. In particular the study of the norm of the two-baryon system,
which will be defined shortly, gives an explanation to Pauli blocked channels. These two-
baryon wave functions are then used in the construction of baryon-baryon interactions.

In Sect. 3.2 we explain briefly the RGM applied to the NN system. We later emphasize
the fact that theNN potentials obtained in this way are non-local. This feature is explored
in some detail in Chapter 4 where we investigate this source of non-locality as a possible
solution to the missing 2 energy of the triton bound state. Then we present the BO method
and go through the definition of the transition and direct potentials. Both methods are
shown to provide similar results when applied to the study of the NN interaction. The
implications of the local character of the BO potentials are explored in the chapter devoted
to the study of the triton bound state.

3.1 Two-baryon wave functions

Building the wave function of two-baryon systems involves the calculation of the wave
function of single baryons. Single baryon wave functions have been calculated using many
of the methods available in the literature to solve numerically the quantum mechani-
cal three-body problem (Faddeev, hyperspherical harmonics, etc.). Usually the resulting
baryon wave functions obtained with these methods have an involved orbital structure
(the spin-isospin structure is the same as the naive one which can be inferred from the
quark model). However, Ref. [27] showed that the outer part of the wave functions could
be very well approximated by a ground state harmonic oscillator eigenfunction. As an
example we show in Fig. 3.1 the wave function obtained for the nucleon together with
several gaussians corresponding to different oscillator parameters. It is apparent that the
calculated wave function for the nucleon can be approximated by a single gaussian at dis-
tances above 1 fm. The best value for the oscillator parameter turns out to be b = 0.518
fm. This supports the assumption we make to build the single baryon wave functions: we
assume a shell model for the baryons with a harmonic oscillator potential. This simpli-
fies the problem of building baryon-baryon interactions preserving the symmetries of the
original problem. Taking into account these considerations the quark wave function of a
single baryon contains three different pieces: an orbital part, a spin-isospin part and a
color part. Explicitly:

|φB〉 = φ(~r1, ~r2, ~r3;R)⊗ χST ⊗ ξc . (3.1)

1The RGM was first employed to study nuclear reactions. It served to find an explanation to the
short-range repulsion in the αα reaction [74].

2Most standard NN potentials underestimate the triton binding by about 800 MeV.
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Figure 3.1: Wave functions obtained solving the Scrhödinger equation for the three quark
system using a hyperspherical formalism. On the left we show the calculated wave function
for the nucleon compared to several gaussians. On the right we show the same figure
zooming on the outer part of the wave functions. The pictures are from Ref. [27].

For the baryons we are interested in this work the three components can be treated
separately. In other words, for the case of the N , ∆ and N∗(1440) the total spin of
the baryon has its origin only on the spin of the constituent quarks 3. These single
baryon wave functions are made antisymmetric as demanded by the Pauli principle. The
two-baryon wave functions also need to be antisymmetric under the exchange of any two
quarks.

3.1.1 The two-baryon antisymmetrizer at the quark level

As already mentioned, one of the key points of working in the framework of constituent
quarks is the fact that we retain the proper symmetries of the microscopic problem and
thus have the action of the Pauli antisymmetrization principle directly on the constituents.
This antisymmetry requirement prevents identical quarks from being close together and
may therefore be a source of repulsion at short distances for those partial waves where the
available degrees of freedom saturate.

For two-baryon states, with each baryon made up of three particles grouped together, we
need an antisymmetrization operator acting on the relevant Hilbert states of the problem.
The Hilbert space is constructed as a direct product of spin (S)-isospin (T), color (c) and

3This is not, for example, the case of the N∗(1535) where the total spin of the particle is the result of
coupling the intrinsic spin and relative orbital angular momenta of the quarks.
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orbital (o) spaces. A state of the Hilbert space will be of the general form:

|ψ〉 = |φo〉 ⊗ χST ⊗ ξc . (3.2)

As we construct our two-baryon wave functions starting from single baryon ones we
have an important simplification due to the fact that the single baryon wave functions are
already antisymmetric. That is, we need to construct the antisymmetrizer for a system
of six particles clustered in two already antisymmetric groups. This has been done for a
general two-baryon system. The form of the antisymmetrizer is [76]

A =
1
N

1−
∑
i<j

Pij

 (1− P) , (3.3)

where Pij is the operator that exchanges particles i and j, and P is the operator that
exchanges particles (123) ↔ (456). N is a normalization which is not relevant for our
purposes as it factors out when defining the potentials as a quotient. The exchange
operator can be explicitly written in this way:

Pij = P c
ij P

ST
ij P o

ij , (3.4)

where each of them are permutation operators in color, spin-isospin and orbital spaces.

3.1.2 Wave function and Pauli effects

Single Baryon

The wave function of each baryon is constructed to be antisymmetric under the exchange
of any two of the three quarks. Each baryon is a color singlet, that is, the color part, ξc,
is already completely antisymmetric. This impels the rest of the wave function, which
corresponds to the orbital and spin-isospin parts, to be completely symmetric.

The single baryon wave functions that we need in this work are the N , N∗(1440) and
∆. Their expressions are the following,

N(~r1, ~r2, ~r3; ~R) =
3∏

n=1

(
1
πb2

)3/4

e−
(~rn−~R)2

2b2 ⊗ [3]ST ⊗ [13]c , (3.5)

∆(~r1, ~r2, ~r3; ~R) =
3∏

n=1

(
1
πb2

)3/4

e−
(~rn−~R)2

2b2 ⊗ [3]ST ⊗ [13]c , (3.6)

N∗(~r1, ~r2, ~r3; ~R) =

(√
2
3
φ1 −

√
1
3
φ2

)
⊗ [3]ST ⊗ [13]c , (3.7)

where [3]ST and [13]c stand for the spin-isospin and color part respectively, ~ri is the position
of quark i, and

φ1(~r1, ~r2, ~r3; ~R) =
√

2
3

(
1
πb2

)9/4 3∑
k=1

[
3
2
− (~rk − ~R)2

b2

]
3∏

i=1

e−
(~ri−~R)2

2b2 , (3.8)
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φ2(~r1, ~r2, ~r3; ~R) = −2
3

(
1

π
9
4 b

13
2

) 3∑
j<k=1

(~rj − ~R) · (~rk − ~R)
3∏

i=1

e−
(~ri−~R)2

2b2 . (3.9)

We can test for all cases that the center of mass motion of each baryon factors out. That
means in practice, that if we write down the above wave functions making use of Jacobi
coordinates such as,

~S =
1√
3
(~r1 + ~r2 + ~r3)

~r =
1√
2
(~r1 − ~r2)

~ρ =
√

2
3

(
~r3 −

~r1 + ~r2
2

)
, (3.10)

the dependence on the center of mass coordinate, ~S, factorizes [77].
The same procedure could be applied for any baryon or baryonic resonance with the

difference that in each case a different orbital/spin-isospin wave function would have to
be constructed. For a complete list of the baryon wave functions on a harmonic oscillator
basis see for instance [78].

Two-baryon wave functions

Once we have constructed the single baryon wave functions using a shell model for
the baryons we write down the two-baryon wave function with definite spin, isospin and
angular momentum of the two-baryon system.

Assuming a two-center shell model the wave function of a two-baryon system, B1 and
B2, with a definite symmetry under the exchange of the two-baryon quantum numbers is
written [39, 79, 80]:

ΨST
B1B2

(~R) =
A√

1 + δB1B2

√
1
2

{[
B1

(
123;−

~R

2

)
B2

(
456;

~R

2

)]
ST

+ (−1)f

[
B2

(
123;−

~R

2

)
B1

(
456;

~R

2

)]
ST

}
, (3.11)

S, T (S′, T ′) correspond to the spin and isospin of the two-baryon system in the initial
(final) state. A is the six-quark antisymmetrizer described above. A graphical description
is given in Fig. 3.2.

One can consider the partial wave decomposition of the wave function of Eq. (3.11):

ΨST
B1B2

(~R) =
∑
LM

ΨSTLM
B1B2

(R) YLM (R̂) ≡
∑
LM

ΨSTLM
B1B2

(~R) , (3.12)

the quantities ΨSTLM
B1B2

(~R) are the projections with definite orbital angular momentum L
and third component M . In what follows no dependence on the projection is going to be
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Figure 3.2: Graphical representation of the quarks building a two-baryon wave function
where the two clusters are separated a distance R.

needed, so we can ignore this index:∣∣∣ΨL S T
B1B2

(~R)
〉
≡ ΨSTL

B1B2
(~R) ≡ ΨSTL0

B1B2
(~R) . (3.13)

The two terms appearing in Eq. (3.11) differ only in a permutation of the three quarks
of each cluster in spin-isospin space. That implies that the second one cannot be reached
from the first one only by antisymmetrization.

The action of the (1 − P) operator appearing in the antisymmetrizer on this wave
function can be calculated explicitly,

P
[
B1

(
123;−

~R

2

)
B2

(
456;

~R

2

)
+ (−1)f B2

(
123;−

~R

2

)
B1

(
456;

~R

2

)]
LST

=

[
B1

(
456;−

~R

2

)
B2

(
123;

~R

2

)
+ (−1)f B2

(
456;−

~R

2

)
B1

(
123;

~R

2

)]
LST

= (−)L+S1+S2+T2+T2−S−T+f

[
B1

(
123;−

~R

2

)
B2

(
456;

~R

2

)

+ (−1)f B2

(
123;−

~R

2

)
B1

(
456;

~R

2

)]
LST

. (3.14)

So we get that the wave function vanishes unless:

L+ S1 + S2 − S + T1 + T2 − T + f = odd . (3.15)

For non-identical baryons this relation fixes the symmetry corresponding to a given set of
values (LST ). The states, defined by (LST ), excluded by Eq. (3.15) are called forbidden
states. For identical baryons, B1 = B2, we recover the well known selection rule (note
that f has to be even in order to have a non-vanishing wave function),

L+ S + T = odd . (3.16)
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Pauli antisymmetrization effects

Up to now we have only investigated the antisymmetry effects arising from the (1−P)
operator. The next source comes from the quark permutation operator Pij . The effect of
the Pij quark operator on two-baryon systems can be analyzed through the norm of the
two-baryon system. This is a measure of the overlapping between the two-baryon wave
functions and already shows hints of the consequences of the Pauli principle. The norm
of a two-baryon system B1B2 is defined as,

NLSTf
B1B2

(R) =
〈
ΨL S T

B1B2
(~R) | ΨL S T

B1B2
(~R)

〉
. (3.17)

The study of the norm has already been shown as a powerful tool to understand the
effects of Pauli blocking on two-baryon systems made of nucleons and deltas [80, 81]. For
the sake of clarity and completeness we reproduce here the results of their investigations.

Making use of the wave functions of Eqs. (3.5) and (3.6) we can evaluate Eq. (3.17):

NLSTf
B1B2

(R) = N di
L (R)− C(S, T, f ;B1B2) N ex

L (R) , (3.18)

where N di
L (R) and N ex

L (R) refer to the direct and exchange kernel respectively. The direct
kernel corresponds to the 1 while the exchange term arises from the P36 appearing in
the antisymmetrizer. B1B2 can be NN , N∆, ∆∆, NN∗(1440) and N∗(1440)N∗(1440)
depending on the case we are considering, and LST are the quantum numbers of the
two-baryon system. C(S, T, f ;B1B2) is a spin-isospin coefficient defined as follows,

C(S, T, f ;B1B2) =
3

1 + δB1B2

[
〈B1(123)B2(456)|PST

36 |B1(123)B2(456)〉ST

+ (−1)f 〈B1(123)B2(456)|PST
36 |B2(123)B1(456)〉ST

]
. (3.19)

The procedure to calculate this kind of coefficients is explicitly shown in Appendix E.
This spin-isospin coefficient determines the degree of the Pauli attraction or repulsion as
we will see later. Finally the explicit expressions of the direct and exchange kernels are,

Ndi
L (R) = 4πe−

3
4

R2

b2 ıL

(
3
4
R2

b2

)

N ex
L (R) = 4πe−

3
4

R2

b2 ıL

(
R2

4b2

)
, (3.20)

with ıL the spherical Bessel functions shown in Appendix A. We summarize in Table 3.1
the spin-isospin coefficients.

Eq. (3.18) can be analyzed in the limit of the distance between the baryons approaching
zero. In that limit (R→ 0) we obtain,

NLSTf
B1B2

(R) → 4π

(
1− 3

4
R2

b2

)
1

1 · 3 · · · (2L+ 1)

(
R2

4b2

)L
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NN

(S, T, f) C(S, T, f ;NN)
(0,0,+) 7/9
(0,1,+),(1,0,+) −1/27
(1,1,+) 31/81

N∆
(S, T, f) C(S, T, f ;N∆)
(1,1,−) 1
(2,2,−) 1
(1,2,+) 1/9

∆∆
(S, T, f) C(S, T, f ;∆∆)
(0,0,+) 1/3
(0,1,+),(1,0,+) 1/9
(0,2,+),(2,0,+) −1/3
(0,3,+),(3,0,+) −1
(1,1,+) 1/27
(1,2,+),(2,1,+) −1/9
(1,3,+),(3,1,+) −1/3
(2,2,+) 1/3
(2,3,+),(3,2,+) 1
(3,3,+) 1/3

Table 3.1: Spin, isospin coefficients appearing in the calculation of the norm. “+” (“−”)
refers to even (odd).

×
{

[3L − C(S, T, f ;B1B2)] +
1

2(2L+ 3)

(
R2

4b2

)2

× [3L+2 − C(S, T, f ;B1B2)] + · · ·
}
. (3.21)

This expansion is extremely useful to study the Pauli blocked channels in baryon-baryon
systems. The idea is to look into the R dependence of the overlapping at short distances.
Of significant interest are those cases where

3L = C(S, T, f ;B1B2) , (3.22)

because that implies that the overlapping of the two-cluster wave function behaves as
R2L+4 instead of the centrifugal barrier behavior R2L, indicating that Pauli blocking oc-
curs.

Table 3.1 shows several of such cases:
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• In the NN system there are not such states as can be seen in the table. The repulsion
in this system cannot be explained in the absence of dynamics [69].

• In the N∆ system we find some partial waves with quark Pauli repulsion, those
corresponding to (S, T ) = (1, 1) and (S, T ) = (2, 2), with angular momentum L = 0.
In both cases the repulsion can be checked experimentally looking at the πd elastic
scattering [82] (these S-wave channels cannot couple to the NN system). There we
can infer a hard-core from the phase-shifts changing sign for a pion energy of 219
MeV.

• A similar situation occurs for the ∆∆ system. We can check that the spin-isospin
coefficient fulfills Eq. (3.22) for the cases (S, T ) = (2, 3) and (S, T ) = (3, 2) both with
orbital angular momentum L = 0. It is also important to mention the existence of
Pauli repulsion for a channel with L 6= 0 which is a characteristic feature of the
∆∆ interaction, this corresponds to (S, T ) = (3, 3) with orbital angular momentum
L = 1.

In Sect. 5 we make a similar study for the NN∗(1440) system.

3.2 Two-baryon potentials

The derivation of the dynamics of a two-baryon system from the dynamics of its six
constituents is a tough problem. It involves the solution of a quantum many body problem
that has not been solved exactly even for the non-relativistic case. An exact solution is
not feasible and that compels us to make use of approximation tools.

3.2.1 Resonating group method potential

The RGM has been widely used to derive the dynamics of two-clusters from the dynamics
of its constituents. It allows, once the Hilbert space for the six-body problem has been
fixed, to treat the inter-cluster dynamics in an exact way.

Its first definition is due to Wheeler [83]. Extensive descriptions of the method applied
to the quark/baryon case can be found in Refs. [59, 84]. Here we refer to the non-local
NN potential derived through a Lippmann-Schwinger formulation of the RGM equations
in momentum space [40, 85].

The formulation of the RGM for a system of two baryons, B1 and B2, needs the wave
function of the two-baryon system constructed as explained in the previous section but
keeping the wave function of the relative motion between the two clusters:

ΨB1B2 = A[χ(~P ) ΨST
B1B2

] = A [χ(~P ) φB1(~pξB1
) φB2(~pξB2

) χST
B1B2

ξc[23] ], (3.23)

where A is the antisymmetrizer of the six-quark system, χ(~P ) is the relative motion wave-
function of the two clusters, φB1(~pξB1

) is the internal spatial wave function of the baryon
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B1, ξB1 are the Jacobi coordinates of the three quarks of baryon B1. χST
B1B2

denotes the
spin-isospin wave function of the two-baryon system coupled to spin (S) and isospin (T ),
and, finally, ξc[23] is the product of two color singlets. The same conclusions obtained in
the previous section could be obtained using more involved techniques [21] .

The dynamics of the system is governed by the Schrödinger equation:

(H− ET )|Ψ >= 0 ⇒ < δΨ|(H− ET )|Ψ >= 0, (3.24)

where

H =
N∑

i=1

~pi
2

2mq
+
∑
i<j

Vij − Tc.m. , (3.25)

with Tc.m. being the center of mass kinetic energy, Vij the quark-quark interaction de-
scribed above, and mq the constituent quark mass.

Assuming the same functional form, 0s harmonic oscillator wave functions, as before
we get that Eq. (3.24) can be written in the following way, after the integration of the
internal degrees of freedom of both clusters,(

~P 2

2µ
− E

)
χ(~P ) +

∫ (
VD(~P , ~Pi) +WL(~P , ~Pi)

)
χ(~P )d~Pi = 0 , (3.26)

VD(~P , ~Pi) is the direct RGM kernel and WL(~P , ~Pi) is the exchange RGM kernel, composed
of three different terms

WL(~P , ~Pi) = TL(~P , ~Pi) + VL(~P , ~Pi) + (E + Ein)KL(~P , ~Pi) . (3.27)

Ein is the internal energy of the two-body system, TL(~P , ~Pi) is the kinetic energy exchange
kernel, VL(~P , ~Pi) is the potential energy exchange kernel and KL(~P , ~Pi) is the exchange
norm kernel. Note that if we do not mind how VD(~P , ~Pi) and WL(~P , ~Pi) were derived
microscopically, Eq. (3.26) can be regarded as a general single channel equation of mo-
tion including energy-dependent non-local potential. VD(~P , ~Pi), which contains the direct
RGM potential, and WL(~P ′, ~Pi), which contains the exchange RGM potential coming from
quark antisymmetry, constitute our energy-dependent non-local potential.

3.2.2 Born-Oppenheimer potential

Among the methods available in the literature the BO scheme is one of the most com-
monly used to derive effective potentials from the microscopic degrees of freedom. Initially
it was used to derive potentials between two nucleons [75, 86, 87]. The idea of the BO
method, also known as adiabatic approximation, is that we can differentiate two momen-
tum scales in the problem. One is the scale at which quarks are moving and the other one
is the scale at which the compound particles are moving. The essential part is to integrate
out the fast degrees of freedom assuming a fixed position for the center of each cluster
obtaining in this way a local potential depending on the distance between the center of
mass of the clusters. The method can be summarized graphically in Fig. 3.3.
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Figure 3.3: The BO transition potential. We sandwich the two-baryon wave functions with
the Hamiltonian at the quark level to obtain the effective transition potential between the
two two-baryon states.

Now we already have the ingredients needed to calculate the Born-Oppenheimer poten-
tial, that are, on the one hand the microscopic Hamiltonian of the particles that form the
system described in detail in Chapter 2, and on the second hand, the wave functions of
the two-baryon system. We define the BO potential in the following way [86, 87],

VB1B2(L S T )→B3B4(L′ S′ T )(R) = ξL′ S′ T
L S T (R) − ξL′ S′ T

L S T (∞) , (3.28)

where

ξL′ S′ T
L S T (R) =

〈
ΨL′ S′ T

B1B2
(~R) |

∑6
i<j=1 Vqq(~rij) | ΨL S T

B3B4
(~R)

〉
√〈

ΨL′ S′ T
B1B2

(~R) | ΨL′ S′ T
B1B2

(~R)
〉√〈

ΨL S T
B3B4

(~R) | ΨL S T
B3B4

(~R)
〉 . (3.29)

Eq. (3.28) is written in a way that it can represent the most general transition between
two two-baryon systems:

B1 B2 → B3 B4 , (3.30)

with definite L, S, T of the two-baryon initial state and L′, S′, T ′ of the final state.
We call direct potentials to the cases where the initial and final baryons are the same,

for instance the direct NN potential or the direct NN∗(1440) potential correspond to,
VNN→NN and VNN∗(1440)→NN∗(1440) respectively. The cases where the two initial baryons
are not the same as the two final ones are called transition potentials, as for example the
NN → N∆ or NN → ∆∆ transition potentials.

3.2.3 Comments on the methods

We have presented the most utilized methods to derive the interaction of clusters of
particles in terms of the dynamics of the constituents. There are not many works in the
literature where the results obtained with both methods are compared. Both of them
permit the evaluation of the influence that the Pauli principle has at the quark level on
the properties of the baryon-baryon interactions. Toki [21] pointed out a difficulty arising
when the RGM is to be used to study the NN system. He explains how the Pauli blocked
states should be removed by hand from the RGM norm so that the physical states are
orthogonal to the redundant solutions of the problem.

In this thesis we make use of both kind of baryon-baryon potentials. In Chapter 4,
dedicated to the study of the triton bound state, we seize the opportunity to study the
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implications of using any of them in the calculation of the triton binding energy. In
Chapter 6 we make use of the RGM potentials for the NN and N∆ transitions and include
a BO derived transition to the NN∗(1440) system to look for non-nucleonic components
on the deuteron. In Chapter 7 we utilize both methods again and calculate the NN
phase-shifts above the ∆ region. There we see how at low energies both descriptions are
quantitatively similar giving different behaviors when the energy goes above 600 MeV.

The main conceptual difference between the resulting baryon-baryon potentials obtained
using BO and RGM, is that in the first case the potential between the baryons is local in
space while it is non-local for the RGM:

V RGM
B1B2→B3B4

≡ V RGM
B1B2→B3B4

(R,R′)

V BO
B1B2→B3B4

≡ V BO
B1B2→B3B4

(R) , (3.31)

this means that the T matrix calculated solving a Lippmann-Schwinger equation has a
different off-shell behavior 4 and thus will give different results when applied to the study
of few body physics. These differences will be larger the more we let the particles explore
the off-shell region. With these ideas in mind let us go to the study of the triton bound
state with potentials derived using the tools described above.

4The on-shell behavior is very similar, in fact as we will see in Chapter 4 we can almost achieve on-shell
equivalence by fine tuning the quark model parameters.
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4.1 Quark models and few-body systems

During the last decade the development of quark-model based interactions for the
hadronic force has led to NN potentials that provide a fairly reliable description of the
on-shell data. Several models including quark-degrees of freedom have been used to study
the NN interaction [59] and also the baryon spectra [13, 88]. As has been discussed
the chiral quark model described in Chapter 2 was the only one that pursued a simulta-
neous understanding of different low-energy phenomena based on a unique quark-quark
interaction.

Nevertheless, quark-model based NN interactions have not been often used to study
few-body systems. One could argue two different reasons for that. First of all, as has been
explained in Chapter 1, most of the quark-model based interactions for the two-nucleon
system needed to be supplemented with meson-exchange potentials between the baryons to
obtain a reasonable description of the experimental data [89, 90], loosing in this way their
quark-based character. Secondly, other quark-model based interactions were designed to
describe the baryon spectra [51], presenting severe problems when they are applied to the
two-nucleon system [52, 54].

In this chapter we want to perform, for the first time, a study of the triton bound state
making use of a NN potential fully derived from quark-quark interactions. The quark
model has been previously used to make investigations of three-body systems (NNN ,
NN∆, N∆∆, and ∆∆∆) [72, 91] by means of baryon-baryon potentials constructed as
explained in Chapter 3.

An important consequence of deriving the NN potential from the quark-model, is the
presence of non-localities arising due to the internal structure of the nucleon. These non-
localities, that emerge form the underlying dynamics in a natural way, are reflected in
the off-shell properties. The relevance and/or necessity of considering the non-local parts
of NN potentials in realistic interactions is still under debate. Indeed, over the past few
years several studies have appeared in the literature which stress the potential importance
of the non-local effects for the quantitative understanding of few-body observables and,
specifically, for the triton binding energy [29, 92, 93, 94, 95, 96]. However, the majority
of these investigations [92, 93, 94, 95, 96] explore only non-localities arising from the
meson-exchange picture of the NN interaction.

Therefore, as a second objective, we want to make an estimation of the importance
of the non-localities generated in a quark-model derivation of baryonic potentials for the
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case of the three-nucleon bound state. It has been argued that the assumptions associated
with the meson-exchange models sharply limit the nature of the off-shell behavior of those
potentials, when the on-shell matrix elements are adjusted to fit the two-nucleon data [97].
Therefore, it is very interesting to investigate the off-shell properties of potentials derived
from a quark-model. Some preliminary investigations have been done by Takeuchi et al.
[29], where the short-range part of the interaction, obtained by means of quark-model
techniques, was supplemented by an intermediate and long-range part based on baryonic
potentials, and therefore depriving of import any possible conclusion with respect to the
effects of the quark substructure. As a consequence, more systematic studies are lacking
altogether.

We choose the triton as the place to test our quark-model based two-body interaction,
because it is known that three-body systems are sensitive to the off-shell behavior of the
nuclear force. To have an estimation of the non-local effects generated by the quark-
model we compare the results for the three-body system calculated with two different
quark-model based potentials derived from the same basic quark-quark Hamiltonian. The
first potential is the RGM one. In order to isolate the non-local effects we compare our
results to those obtained by means of a local BO interaction derived as explained in
Sect. 3.2.2. The potentials will be made nearly phase-equivalent by a fine tuning of the
model parameters.

4.2 Triton binding energy

The triton binding energy is obtained by means of a Faddeev calculation using the
NN interaction calculated as described in Chapter 3. We perform a so-called five-channel
calculation, i.e., we use only the 1S0 and 3S1− 3D1 NN partial waves as input. Note that
since in our model there is a coupling to the N∆ system, a fully consistent calculation
would require the inclusion of two more three-body channels. However, their contribution
to the 3N binding energy is known to be rather small [98] and therefore we neglect them
for simplicity reasons.

To solve the three-body Faddeev equations in momentum space we first perform a
separable finite-rank expansion of the NN(−N∆) sector utilizing the EST method [99].
In Appendix B we explain in some detail the procedure to obtain the expansions and also
the interest in building separable versions of two-body potentials. Such a technique has
been extensively studied for various realistic NN potentials [100, 101] and specifically for
a model that also includes a coupling to the N∆ system [102]. In these works it was shown
that with a separable expansion of sufficiently high rank, reliable and accurate results on
the three-body level can be achieved. In the present case it turned out that separable
representations of rank 6-8 for 1S0 − (5D0) and rank 6 for 3S1 − 3D1, are sufficient to
get converged results. The set of energies used for the EST separable representations are
listed in Table 4.1.

The quality of the separable expansion on theNN sector can be seen in Figs. 4.1 and 4.2,
where we show for our non-local potential phase shift results obtained with the original
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RGM(Non-Local)
Partial wave (Eµ, lµ)
1SNN

0 − 5DN∆
0 (0,0) (50,0) (300,0) (−20,0) (−20,2) (−50,0)

3S1 − 3D1 εd (100,0) (175,2) (300,2) (−50,0) (−50,2)
BO (Local)

Partial wave (Eµ, lµ)
1SNN

0 − 5DN∆
0 (0,0) (5,2) (50,0) (50,2) (300,0) (−50,0) (−50,2) (−20,2)

3S1 − 3D1 εd (200,0) (100,2) (300,2) (−50,0) (−50,2)

Table 4.1: Expansion (lab) energies Eµ (in MeV) used in the EST representations of the
non-local and local potentials. εd refers to the deuteron binding energy. lµ is the boundary
condition chosen for the angular momentum lµ of the initial state [100, 102].

QM RGM (Non-Local) Bonn B Paris Nijm II QM BO (Local)
EB (MeV) −7.715 −8.17 −7.30 −7.65 −7.572
PS (%) 91.49 91.35 90.22 90.33 91.41
PS′ (%) 1.430 1.368 1.450 1.339 1.597
PP (%) 0.044 0.049 0.064 0.064 0.044
PD (%) 7.033 7.235 8.265 8.267 6.946

Table 4.2: Properties of the three-nucleon bound state.

potential and with its separable expansion, being almost impossible to distinguish between
them. The results obtained for the triton1 are summarized in Table 4.2.

First of all, let us emphasize that the predicted triton binding energy is comparable to
those obtained from conventionalNN potentials, such as Paris or Nijmegen [100, 101, 102].
We have used exactly the same constrain, the fit of the NN scattering data in the range

0-300 MeV, and our results give support to the use of quark model based interactions
for few-body calculations. One should not forget at this point that the number of free
parameters is greatly reduced in our model. Besides, they are strongly correlated in order
to obtain a reasonable description of the baryon spectrum. The similarity of our results
to other non-local potentials could be accidental in the case of the Nijm-I (see Table 4.2).
This potential keeps non-local the central component, while the tensor force is local. Non-
localities in the central force have only a very moderate influence on the binding energy
as compared to non-localities in the tensor force.

1Some months after this work was finished another quark-model calculation of the triton was re-
ported [105].
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Figure 4.1: 1S0 NN phase shift. The solid line stands for the RGM (non-local) potential
while the dashed line correspond to the BO (local) potential. The squares, diamonds and
triangles are the experimental data taken from [28], [103], and [104], respectively. The
dotted line shows the result of the EST separable representation of the BO model.

4.3 Estimation of non-local effects

In order to obtain a rough estimation of the contribution to the triton binding energy
provided by the non-local effects generated by the quark-model potential we will proceed
in the following way. We will consider a local potential based on the same quark-quark
Hamiltonian. The local potential will be the one obtained by means of the BO method in
Chapter 3.

This local NN potential has been widely used in the literature providing results of a
comparable quality for the scattering and bound state problems in the two-nucleon sector
to the non-local ones [72, 91]. The BO approximation provides a clear-cut prescription
for removing the non-localities while preserving the general properties of the interaction
for lower partial waves. Though both potentials yield a fairly good reproduction of the
experimental phase shifts, they do not provide precisely the same on-shell results. However,
on-shell equivalence is desirable for the present investigation, because then one can reliably
judge the influence of the non-localities as reflected in different off-shell properties. Thus,
in order to isolate the non-local effects, we will try to achieve phase equivalence between
the local and non-local interaction models by fine tuning the quark model parameters.
We have listed in Table 4.3 the parameters used for the local model. In Table 4.4 we
compile the low-energy scattering parameters and deuteron properties as compared to the
non-local model and the experimental data. In Figs. 4.1 and 4.2 we also show the phase
shifts obtained with the local model.
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Figure 4.2: Same as Fig. 4.1 for the 3S1 and 3D1 partial waves.

The three-body calculation is done in the same way as for the non-local case. We
perform separable expansions EST with the set of energies listed in Table 4.1. The results
for the triton binding energies are summarized in Table 4.2, compared to the non-local
model and the experimental data. The results can be considered of the same quality as
standard local potentials, and as could be a priori expected, the binding energy within our
local model gets decreased with respect to the non-local potential. It is also interesting
to observe the similarity between our results and the Nijmegen potential, where we have
found results for local and non-local versions of the potential. We see how in both cases
the non-local result increases the binding in the order of 100-150 keV. In particular, for
our local and non-local models one observes that there is about 150 keV more binding
for the non-local potential. Is this the enhancement we can expect from the non-localities
due to the quark substructure of the nucleon? In order to answer this question we need
to go back again to the NN results and scrutinize the on-shell properties carefully. For
the 1S0 partial wave the differences in the low-energy scattering parameters and in the
phase shift are indeed very small, see Table 4.4. Actually, one can get an estimation
of the uncertainty in the predicted triton binding energy due to deviations from phase
equivalence from a work by Gibson and Stephenson [106], who studied the dependence of
the triton binding on variations of the effective range parameters. The scale set by their
investigations implies that the smaller effective range rs of the non-local potential (by
about 0.01 fm) might be responsible for about 20 keV of the additional binding. There
is much less sensitivity to the scattering length as [92]. However, here our models are in
perfect agreement anyway. Unfortunately, for the 3S1 − 3D1 partial wave the situation is
much more complicated. While the deuteron binding energy and also the 3S1 and 3D1
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Figure 4.3: Mixing parameter ε1. Same description as in Fig. 4.2.

phase shifts are in excellent agreement, this cannot be said about the mixing parameter
ε1, see Fig. 4.3. In this case, it is difficult to estimate reliably the effect from the obvious
deviation from phase equivalence on the triton binding energy.

However, one can clearly separate the effects from the two involved partial waves. For
this purpose, we carried out additional 3N calculations where we combined the 1S0 of the
local model with the 3S1 − 3D1 of the non-local model and vice versa. Corresponding
results are compiled in Table 4.5. They strongly suggest that the non-localities present
in the 1S0 alone are already responsible for the enhancement of around 150 keV in the
triton binding energy. The shift in the binding energy is independent of whether we use
the local or non-local version model for the 3S1 − 3D1 partial wave. On the other hand,
the non-localities present in the 3S1− 3D1 partial wave seem to even decrease the binding
energy. However, we suspect that here the effect of the non-localities is obscured by the
fact that the two models are not strictly phase equivalent. Indeed, the discrepancies in
ε1 present in our models are qualitatively comparable to those existing between the Bonn
NN models A and B presented in Ref. [94] (see Fig. 4.4 of this reference). Thus, we
can use the 3N results for those models in order to get at least a rough estimation for
the effects caused by the deviation from phase equivalence. The triton binding energy
(for the five-channel configuration) for Bonn A is −8.371 MeV and for Bonn B is −8.161
MeV [101]. This means that the weaker tensor force present in model Bonn A, which causes
the mixing parameter ε1 to be smaller and even to become negative at higher energies,
yields additional binding of about 200 keV as compared to Bonn B. If we now transfer this
result to our situation we would expect that the binding energy for our local model (where
ε1 becomes negative as well) is likewise enhanced by about such an amount as compared
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RGM BO
mq(MeV) 313 313
b(fm) 0.518 0.518
αs 0.4977 0.4850
g2
ch 6.60(6.86) 6.96

mS(fm−1) 3.400 3.422 (3.280)
mPS(fm−1) 0.70 0.70
Λch(fm−1) 4.20 4.47

Table 4.3: Quark model parameters for the RGM (non-local) and BO (local) models. The
values in brackets are used for a correct description of the deuteron.

RGM BO Nijm II Bonn Paris Exp
Low-energy scattering parameters

1S0 as (fm) −23.759 −23.758 −23.750 −17.612 −23.749
rs (fm) 2.682 2.694 2.71 2.88 2.766

3S1 at (fm) 5.461 5.464 5.420 5.427 5.427 5.427
rt (fm) 1.820 1.779 1.753 1.763 1.766 1.755

Deuteron properties
εd (MeV) −2.2242 −2.2245 −2.2246 −2.2245 −2.2249 −2.22465
PD (%) 4.85 4.79 5.635 4.38 5.77 -
Qd (fm2) 0.276 0.280 0.271 0.274 0.279 0.286
AS (fm−1/2) 0.891 0.900 0.8845 0.8867 0.8860 0.8846
AD/AS 0.0257 0.0243 0.0252 0.0263 0.0261 0.0271

Table 4.4: NN properties. Nijm II, Bonn and Paris refer to [16, 17, 18]. Experimental
values are taken from [16].

with a potential that would be phase equivalent to the non-local model. Then the “true”
effect of the non-localities from the 3S1 − 3D1 partial wave would be also an increase of
the binding energy by about 150 keV. Indeed, this is a plausible result because we would
expect intuitively that the effect of non-localities should go into the same direction for
either partial wave, and they should be of comparable magnitude because both partial
waves contribute about the same amount to the total triton binding energy. The total
enhancement of the triton binding energy due to the non-localities coming from the quark
substructure of the nucleon would then amount to about 300 keV, similar to the result
obtained in [94] for the non-local effects of the CD-Bonn model.

Recently, Doleschall and Borbely [96] have published a systematic study on the influence
of non-local NN interactions on the triton data. In particular, they have shown that
non-localities can, in principle, even provide for an additional binding of about 1 MeV
as it is required for conventional (local) NN potential in order to achieve agreement
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3S1 − 3D1

BO RGM
1S0 BO −7.572 −7.544

RGM −7.745 −7.715

Table 4.5: Three-nucleon binding energy (in MeV) for different combinations of the BO
(local) and RGM (non-local) models.
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Figure 4.4: Deuteron S-state wave function. The solid line corresponds to the non-local
NN interaction while the dashed line is the result for the local interaction.

with the experimental triton binding energy. Our results show the same trend, however,
quantitatively the effect of the non-localities on the 3N binding energy turned out to be
smaller. This is not too surprising, because in our case the extent of non-localities is fixed
by the dynamics, i.e., by the quark model from which the NN interaction models are
derived. On the other hand, in [96] the non-localities are introduced phenomenologically
into the NN interaction and their magnitude and range are not constrained a priori.

In order to facilitate a comparison with their work we present here the deuteron S-state
wave function, Fig. 4.4, and the zero-energy wave function of the 1S0 partial wave, Fig. 4.5,
for our local and non-local models. 2 It can be clearly seen that the non-localities in the
NN interaction lead to a modification of those wave functions at short distances. However,
it is interesting to note that the non-localities resulting from the quark substructure of
the nucleon generate changes in the wave functions that go into the opposite direction as

2Note that our codes do not allow to calculate exactly at Elab = 0 MeV, therefore we choose a small
finite energy.
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Figure 4.5: Scattering wave function for the 1S0 partial wave at ELab=0.1 MeV. The solid
line corresponds to the non-local NN interaction while the dashed line is the result for
the local interaction.

the ones introduced phenomenologically in Ref. [96]. We observe a suppression of both
wave functions at very short distances, whereas an (in part significant) enhancement of the
wave function occurs for all cases postulated by Doleschall and Borbély. We should point
out, however, that for our models there is an enhancement for inter-nucleonic distances
around R ≈ 1 fm. These modifications of the wave function at intermediate distances
will certainly have an impact on the 3N results and we believe that they are primarily
responsible for the increase in the triton binding energy that we obtain for our non-local
NN potential.

Let us also mention that there are sources of non-localities of a completely different
origin. For example, the CD-Bonn model takes into account non-localities coming from
the square root factor M/

√
EE′ appearing in the relativistic Blankenbecker-Sugar formu-

lation [94], known as minimal relativity. Clearly, these non-localities have a relativistic
origin because the approximation E = E′ = M gives rise to the non-relativistic local
version of the Bonn potential. Therefore these effects, quark substructure and minimal
relativity, could complement each other as to obtain the correct triton binding energy.

Finally it is important to state that we have also shown that the description of the few-
body observables making use of the BO scheme for the derivation of the NN potentials is
completely justified if one is not interested in accurate quantitative results. As found for
the triton binding energy, the differences encountered in the calculated bindings are lower
than 5%.





5 THE NN∗(1440) SYSTEM

It has become clear in the last years the major role played by baryonic resonances, in
particular the low-lying nucleonic resonances ∆(1232) and N∗(1440), in many electromag-
netic and strong reactions that take place in nucleons and nuclei. This justifies the current
experimental effort along this line in several facilities : TJNAF with a specific experimen-
tal program of electroexcitation of resonances, WASA in Uppsala to study NN → NNππ
reactions, etc.

The ∆(1232) appears as the most important P-wave resonance in the πN system. The
N∗(1440) appears as a peak in the (α, α′) reaction on a proton target [107] interpreted
as an excitation of the target mediated by an isoscalar exchange between the α and the
proton [36]. From the point of view of their quark structure the ∆ corresponds to a
spin-flavor flip of one of the quarks of the nucleon. The quark structure of the N∗(1440)
seems more elusive. Descriptions as a radial excitation of the nucleon, as assumed in
most spectroscopic quark models and that we shall adopt hereforth, are the simplest ones.
Alternatively, the N∗(1440) has been considered a breathing bag model mode [108] or a
hybrid state containing quarks and gluons [109]. Even recently, it has been pointed out
a possible explanation of the N∗(1440) as a dynamical effect in πN scattering without
resorting to any quark structure [110].

At the baryonic level, the role played by the ∆ in many nucleonic and nuclear reactions
has been extensively studied within the framework of the intermediate energy ∆ isobar
model [111]. Regarding the N∗(1440) its role in the NN interaction, as much in the
scattering problem [112] as in the deuteron structure [113], has been considered in the past.
Also the contribution of intermediate N∗(1440) resonances to the three-nucleon interaction
has been estimated [114]. More recently, its relevance in NN → NNππ reactions has been
emphasized [115].

In this context the transition, NN → NR (R: resonance), and direct NR → NR
and RR → RR interactions should be understood. Usually these interactions have been
written as straightforward extensions of some pieces of the NN → NN potential with the
modification of the values of the coupling constants, extracted from their decay widths.
Though this procedure can be appropriate for the very long-range part of the interaction,
it is under suspicion at least for the short-range part for which the detailed structure of the
baryons may determine to some extent the form of the interaction. This turns out to be the
case for the NN → N∆ and N∆ → N∆ potentials previously analyzed elsewhere [39]. It
seems therefore convenient to proceed to a derivation of these potentials based on the more
elementary quark-quark interaction. This is the purpose of this chapter: starting from the
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(S, T ) (1,0) (0,1) (0,0) (1,1)
C(S, T ) −1/27 −1/27 7/9 31/81

Table 5.1: C(S, T ) spin-isospin coefficients as defined in Eq. (5.2).

quark-quark non-relativistic potential explained in Chapter 2, we implement the baryon
structure through technically simple variational gaussian wave functions and we calculate
the potential at the baryonic level in the static BO approach explained in Chapter 3. The
N∗(1440) is taken as a stable particle. For dynamical applications, such as the study of
the NN interaction of Chapter 7, its width should be implemented through the coupling
to the continuum.

This chapter is organized as follows. In Sect. 5.1 we obtain the norm of the the
NN∗(1440) system. The directNN∗(1440) → NN∗(1440) potential is obtained in Sect. 5.2
while in Sect. 5.3 we present the NN → NN∗(1440) transition potential.

5.1 Norm of the NN∗(1440) system

The effects of quark substructure on two-baryon systems can be seen just by studying
the overlapping between the two two-baryon wave functions. The precise definition of the
norm of a two-baryon system was given in Chapter 3, here we give the expression for the
NN∗(1440) system:

NLSTf
NN∗(1440)(R) = N di

L (R)− C(S, T )N ex
L (R) . (5.1)

Their explicit expressions are given in Appendix C. C(S, T ) is a factor depending on the
total spin (S) and the total isospin (T) of the NN∗(1440) system and given by

C(S, T ) =
1
4
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, (5.2)

χi (ηi) stands for the coupled spin (isospin) of two quarks. For L = 0 and R → 0 one
obtains:

NL=0,STf
NN∗(1440)(R→ 0) ∼

{
1− 1

3

[
5 + 2(−)f

]
C(S, T )

}
+O(R4) , (5.3)

the values of C(S, T ) are given in Table 5.1.
Pauli blocked channels correspond to f=odd and C(S, T )=1, or f=even and C(S, T )=3/7.

From the values given in Table 5.1 it is clear that although there are no Pauli blocked
channels there is a Pauli repulsion for those S-wave channels without NN counterpart,
(S,T)=(0,0),(1,1), i.e., forbidden in the NN case. This is illustrated in Fig. 5.1, where
we show the norm of the NN∗(1440) wave function for L = 0. As can be seen, the norm
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Figure 5.1: NN∗(1440) overlapping as a function of the interbaryon distance for L = 0
partial waves.

gets suppressed in those cases where the channel is forbidden for the NN case. This is a
remnant of the near to identity similarity of N and N∗(1440).

5.2 Direct NN∗(1440) → NN∗(1440) potential

We center our attention in the NN∗(1440) → NN∗(1440) potential where a complete
parallelism with the NN → NN case can be easily established. Notice that the quark-
quark interaction parameters are fixed (from the NN → NN case) and are kept inde-
pendent of the baryons involved in the interaction. This eliminates the bias introduced
in models at the baryonic level by a different choice of effective parameters according to
the baryon-baryon interaction considered (this effectiveness of the parameters may hide
distinct physical effects).

5.2.1 Derivation of the NN∗(1440) → NN∗(1440) Potential

To derive the NN∗(1440) → NN∗(1440) potential from a quark-quark interaction we
follow the BO method.

From Eq. (3.28) and from the structure of the antisymmetrizer the potential contains di-
rect terms, not involving quark exchanges, and quark-exchange pieces. We have illustrated
in Figs. 5.2 and 5.3 the most important diagrams contributing to the potential. We have
separated them regarding to the part of the radial wave function that contributes to this
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(A5) V36 (A6) V12 P14 (A7) V23 P14 (A8) V14 P14

(A9) V36 P14 (A10) V16 P14 (A12) V24P14(A11) V45 P14

(A13) V56 P14 (A14) V12 P36 (A16) V14 P36(A15) V23 P36

(A17) V13 P36 (A18) V16 P36 (A19) V36 P36 (A20) V45 P36

(A21) V46 P36 (A22) V35 P36 (A23) V26 P36 (A24) V25 P36

Figure 5.2: Different diagrams contributing to the NN∗(1440) interaction. The double
line denotes an excited quark on the 1s shell and the dotted line stands for an excited
quark on the 0p shell. Diagrams (A1), (A2), (A3), (B1), (B2) and (B3) are topologically
equivalent although involving interactions between excited or non-excited quarks. In the
next figures and for simplicity they will be denoted by V12. The remaining diagrams can
be also grouped in topologically equivalent classes. The simplified notation in next figures
corresponds to such a grouping.
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Figure 5.3: Continuation of Fig. 5.2.
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Figure 5.4: NN∗(1440) potential for different L = 0 partial waves. The contribution of
the different terms of the potential has been depicted.

diagram. Most of them, from diagrams (A1) to (A24), are generated by φ1, Eq. (3.8), dia-
grams (B1) to (B14) are due to φ2, Eq. (3.9), and the only relevant diagrams coming from
the mixing of both terms, φ1 and φ2, are (C1) to (C3). Diagrams (A1) to (A3) and (B1)
to (B3) correspond to self-energy, and are therefore subtracted in Eq. (3.28). Diagrams
(A4), (A5), (B4) and (B5) give the direct contribution, and they generate the asymptotic
behavior of the NN∗(1440) interaction. The remaining diagrams are of quark-exchange
type and their relevance depends on the degree of overlap of the baryon wave functions.
Within these ones, from (A6) to (A13), (B13) and (C3), correspond to baryon exchange,
i.e., NN∗(1440) → N∗(1440)N terms, while the remaining diagrams are associated to
NN∗(1440) → NN∗(1440) terms.

Spin-isospin-color matrix elements are the same than in the NN case and can be taken
from [15].

5.2.2 Analysis of the direct potentials

In Figs. 5.4, 5.5 and 5.6 we show the potentials obtained for all the L = 0 partial waves
and some representative L = 1 and L = 2 partial waves (T=0 and T=1) as a function
of the interbaryon distance. Contributions from the different terms of the potential are
also depicted. In Fig. 5.7 contributions from the different diagrams (for simplicity we have
grouped the diagrams attending to their topology, see caption of Fig. 5.2) are separated
for some partial waves.

There are general features of the results for all the partial waves that can be enumerated:
i) For very-long distances (R > 4 fm) the interaction comes determined by the OPE

potential, since this corresponds to the longest-range piece. The OPE is also responsible
altogether with the OSE for the long-range part behavior (1.5 fm < R < 4 fm), due to
the combined effect of shorter range and a bigger strength for the OSE as compared to
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Figure 5.5: Same as Fig. 5.4.

the OPE.
ii) For L = even and isospin channels with a correspondence in the NN case, f even,

that we shall call allowed channels hereforth, the OSE gives the dominant contribution in
the intermediate range (0.8 fm < R < 1.5 fm), determining the attractive character of the
potential in this region. Analogously for L = odd and forbidden channels (those without
correspondence in the NN case). In other cases, the OSE reduces its relative contribution
or becomes even repulsive. This can be explained by the combined effect of the spatial
parity, defined by L, and the spin-isospin parity defined by f . When L and f have the
same signature, i.e., they are both even or odd, the contributions from combinations of
the two terms on the right hand side of Eq. (3.11) add attractively while for different
signature they can alternatively add or subtract.

iii) For S (L=0) and P (L=1) waves the short-range (R < 0.5 fm) potential is repul-
sive. This repulsion comes determined by the OGE and the OPE through quark-exchange
diagrams. For D (L=2) waves, where these quark-exchange contributions are weakened
by the presence of a stronger centrifugal barrier that prevents a large overlapping of the
baryons, the short-range potential may become even attractive (see Figs. 5.4, 5.6 (c)).

iv) The forbidden (allowed) channels in S and D waves (P waves) are much more
repulsive than the allowed (forbidden) channels. Moreover the potential for the forbidden
1S0(T = 0) channel is very much the same than the potential for the allowed 1P1(T = 0)
and similarly for 3S1(T = 1) and 3PJ(T = 1) (in this last case with small dependences on
J due to the tensor interaction). This can be understood in terms of the Pauli and the
centrifugal barrier repulsions. The Pauli correlations and the centrifugal barrier in the P
waves prevent all the quarks to be in the same spatial state, much the same effect one has
due to Pauli correlations in the S forbidden waves added to the presence of the radially
excited quark in the N∗(1440).

v) For the allowed (forbidden) channels in S or D waves (P waves), the dominant
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Figure 5.6: NN∗(1440) potential for different L = 1, 2 partial waves. The contribution of
the different terms of the potential has been depicted.

repulsion comes from V36P36. This corresponds to the interaction taking place between
the same two-exchanged quarks. In the other cases, the V13P36 or V16P36 terms, where an
exchanged quark interacts with a non-exchanged one, provide the dominant repulsion. As
above, these dominances come out from the combined effect, through the P36 operator, of
the spatial and spin-isospin parities.

vi) The dynamical effect of quark antisymmetrization can be estimated by comparing
the total potential with the one arising from diagram V36 which is the only significant
one that does not include quark exchanges. The V36 potential turns out to be attrac-
tive everywhere. Let us note however that Pauli correlations are still present in the V36

potential, through the norm, in the denominator of Eq. (3.28). To eliminate the whole
effect of quark antisymmetrization one should eliminate quark-Pauli correlations from the
norm as well. By proceeding in this way one gets a genuine baryonic potential, that we
call direct potential. The comparison of the total and direct potentials reflects the quark
antisymmetrization effect beyond the one-baryon structure. As V36, the direct potential is
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Figure 5.7: Depicting the contribution of the different diagrams drawn in Fig. 5.2, with
the convention explained in the caption.

attractive everywhere (see Fig. 5.9). It becomes then clear that the repulsive character of
the interaction at S and P waves at short distances is due to dynamical quark-exchange
effects. For distances R ≥ 2 fm the direct, V36, and total potentials are equal since then the
overlap of the N and the N∗(1440) wave functions is negligible and no exchange diagrams
contribute appreciably.

vii) Phase shifts for the two 1S0 isospin channels are shown in Fig. 5.10. The correlation
between allowed and forbidden states established above translates into the values of the
corresponding phase shifts. NN phase shifts are also drawn for comparison. The quite
similar behavior observed has to do again with the close to identity character of the
NN∗(1440) and NN wave functions in the allowed channels commented before.

5.2.3 Phenomenological NN∗(1440) → NN∗(1440) potentials

It is interesting to compare our results for NN∗(1440) with the ones obtained for NN
derived in the same manner. This will allow to emphasize the differences derived from the
non-identity of the baryons in the NN∗(1440) case and to analyze phenomenological ap-
proaches at the baryonic level which take the same form for the NN∗(1440) → NN∗(1440)
and the NN → NN potentials and proceed to a fit of the strength of the different pieces
of the potential from data.

We should first realize that strictly speaking baryonic potentials, for the NN∗(1440)
case as much as for the NN one, are only justified beyond distances R ∼ 2 fm, where no
quark-exchange effects are present. For R < 2 fm the direct potential, which represents
a genuine baryonic potential since no quark-exchanges are included, differs very much
from the total potential (see Fig. 5.9). However we all know the usefulness of effective
baryonic potentials where through the parametrization of the form of the interaction and
the effective values of the parameters, quark-exchange effects are mostly incorporated.
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Figure 5.8: Same as Fig. 5.7.
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Figure 5.9: Comparison between the total and direct (as defined in the text) potential for
different NN∗(1440) partial waves.

The same seems to be true for allowed channels in the NN∗(1440) case, since potentials
are at most 15% percent different than NN ones (see Fig. 5.10).

For forbidden states the task of constructing a reliable baryonic potential appears a
priori more complicated since there is no NN guide. Nevertheless remembering the dis-
cussion in the former section, from the correspondence that can be established between
allowed and forbidden states in different partial waves, one can imagine that a baryonic
phenomenological description would also be available.

By proceeding in this way it is important to notice a main formal difference with the
quark treatment related to the fact that quark interaction coupling constants are fixed
from NN data once for all keeping their values independently of the baryons involved. On
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Figure 5.10: Phase shifts for L = 0 NN∗(1440) partial waves (solid line) compared to the
corresponding NN phase shifts (dashed line).
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Figure 5.11: Asymptotic behavior of the 1S0(T = 1) OPE potential in configuration space
for NN (solid line) and NN∗(1440) (dashed line) systems.

the contrary baryon coupling constants are fixed phenomenologically case by case. The
same is true for the cut-off masses for the vertices. This makes possible, at least for some
forms of the interaction, to give, from quark coupling values, predictions for the unknown
baryonic couplings. Obviously this prediction could be altered in the NN∗(1440) case
through the inclusion of the N∗(1440) width. Let us take for example the OPE potential.
Since the pion-baryon-baryon coupling constant is calculated at zero momentum transfer
we have to examine the asymptotic behavior of the OPE in configuration space. In the
NN case this comparison between the baryonic OPE and the quark OPE potential fixes
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the πqq coupling constant. For NN∗(1440) the form of the interaction does not change
with respect to NN . Furthermore as can be checked from Fig. 5.11 there is no significant
difference beyond R > 2.5 fm between the NN and NN∗(1440) cases. One should realize
however that for NN∗(1440), due to the presence of NN∗(1440) → NN∗(1440) as well as
NN∗(1440) → N∗(1440)N there are two different couplings involved, gπN∗N∗ and gπNN∗ ,
apart from gπNN . It turns out that the dominant contribution comes from NN∗ → NN∗

from what one concludes that gπN∗N∗ ∼ gπNN .
Concerning the use of OPE NN∗(1440) → NN∗(1440) potentials, for example in the

fitting of the NN scattering at intermediate energies (see for example [116]), some caution
is necessary. Let us remind that the OPE is the dominant piece only at very long distances,
R > 4 fm. One should be aware that for distances 1.5 fm< R < 4 fm, the OSE contribution
is as important as the OPE. Therefore the use of only the OPE for energies involving long-
distances might induce an error of the same size as the contribution considered. Certainly
this OSE contribution could be to some extent included through a renormalization of
the pion-baryon-baryon or of other couplings, but this renormalization depends not only
on the particular partial wave but also on the energy. Therefore it seems more reliable,
when long-range NN∗(1440) → NN∗(1440) potentials are taken into account, for example
in NN phase shift analysis for Lab energies TN ∼ 1000 MeV (N∗(1440) threshold), to
consider altogether the effects of OPE plus OSE potentials.

For the short- and medium-distance part of the interaction, the modeling of simple
baryonic potentials becomes much more difficult, since quark Pauli effects have non-trivial
consequences on the form of the baryonic potential arising from a given form of the quark-
quark interaction. This is reflected in phenomenological baryon treatments where quite
different forms of repulsive cores are employed to parametrize the interaction. To this
respect our results, though obtained in a simple approximation, can serve as a guide for a
sensible choice of the parametrization.

5.3 Transition NN → NN∗(1440) potential

Graphs involving the excitation of N∗(1440) appear in different systems, as for example
the neutral pion production in proton-proton reactions [117] or the three nucleon inter-
action mediated by π and σ exchange contributing to the triton binding energy [114].
The excitation of the N∗(1440) resonance has also been advocated to explain the missing
energy spectra at small angles in the α + p → α + X reaction [36], and the coupling
of the N∗(1440) to the πN and σN channels could also be important in heavy ion colli-
sions at relativistic energies [118]. Therefore it appears of great interest to evaluate the
NN → NN∗(1440) transition potential and the πNN∗(1440) and σNN∗(1440) coupling
strengths. This has been recognized for a long time motivating the proposal of transition
potentials written as simple generalizations of some pieces of the NN → NN potential
and incorporating resonance width effects [116, 119, 120]. Nonetheless this procedure may
have serious shortcomings specially concerning the short-range part of the interaction due
to the important role played by the Pauli principle at the quark level, as has been shown for
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the NN → N∆ [121] and N∆ → N∆ [122] cases in previous analyses carried out within
a quark model framework, that has been also used for the study of NN → NN [14, 85],
∆∆ → ∆∆ [71], and NN∗(1440) → NN∗(1440) potentials in previous section.

In this Section we shall adopt the same quark model approach and center our attention
in the derivation of aNN → NN∗(1440) transition potential from a quark-quark (qq) basic
interaction incorporating gluon, pion and sigma exchanges. For the sake of simplicity we
follow a BO method with harmonic oscillator baryon wave functions written in terms of
quarks. The N∗(1440) is considered as a stable particle.

5.3.1 Calculation of the NN → NN∗ potential

Forbidden channels play a relevant role in the NN∗(1440) → NN∗(1440) case as we
saw previously in Sect. 5.2.1. However for the NN → NN∗(1440) transition we are
considering here, the situation simplifies considerably. In fact, as the strong interaction
preserves isospin, TNN∗ = TNN , and the structure of the interaction given by Eq. (2.12)
allows only to connect NN and NN∗(1440) channels verifying L′ − L = 0 or 2 = S′ − S,
hence the initial state selection rule translates to the final state, i. e. only f = even
NN∗(1440) channels are allowed.

36PV3636PV13

36PV13

36P24V

36PV12

36V

36PV12

V13 36P

V16 36P

Figure 5.12: Different diagrams contributing to the NN → NN∗(1440) interaction. The
wavy line denotes an excited quark on the 1s shell and the dashed line stands for an excited
quark on the 0p shell. We have labeled the diagrams attending to their topological equiv-
alence, although they involve interactions between excited or non-excited quarks. This
simplified notation will be used in the next figures to separate the different contributions
to the interaction.
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The most important diagrams contributing to the NN → NN∗(1440) potential, as
calculated from Eq. (3.28) are drawn in Fig. 5.12. We distinguish between the direct
diagrams (labeled as V36 in Fig. 5.12), not involving quark exchanges, and the rest of
diagrams including exchange of quarks (labeled as VijP36 in Fig. 5.12). Most part of
the diagrams contributing to the interaction are due to the first term of the N∗(1440)
wave function (|[3](0s)2(1s)〉), only a few of them, those with two vertical dashed lines,
correspond to the second term of the N∗(1440) wave function (|[3](0s)(0p)2〉). The spin-
isospin matrix elements necessary to evaluate the different contributions of each diagram
are taken from the NN → NN case.

5.3.2 Analysis of the transition potential

In Figs. 5.13, 5.14, and 5.15, we show the potentials obtained for L = 0: 1S0, 3S1;
L = 1: 1P1, 3P0, and L = 2: 1D2, 3D1 partial waves. Contributions from the different
terms of the potential as separated in Eq. (2.12) have been made explicit. For some
selected partial waves, we separate in Fig. 5.16 the contribution of the different diagrams
depicted in Fig. 5.12. As in the case of the direct NN∗(1440) → NN∗(1440) there are a
number of general features that we detail:

(i) The very long-range part of the interaction (R > 4 fm ) comes dominated, as for
NN → NN and NN∗(1440) → NN∗(1440), by the one-pion exchange, the longest-range
piece of the potential. However the asymptotic potential reverses sign respect to both
NN → NN and NN∗(1440) → NN∗(1440). Thus for S and D waves the NN →
NN∗(1440) interaction is asymptotically repulsive. This sign reversal is a direct conse-
quence of the presence of a node in the N∗(1440) wave function what implies a change of
sign with respect to the N wave function at long distances (for NN∗(1440) → NN∗(1440)
there are two compensating changes of sign coming from the two N∗(1440)’s). This is also
corroborated by the study of the one-sigma exchange interaction that it is always asymp-
totically repulsive at difference with the NN → NN and NN∗(1440) → NN∗(1440) cases.
The reversal of the sign represents a clear signal of the relevance of quark substructure of
baryons and it contradicts the usual procedure of obtaining NN∗ potentials by a simple
scaling of the coupling constants of the NN potential.

It is worth to remark that no quark-antisymmetrization effects survive either in the
numerator or in the denominator (norm) of Eq. (3.28) at these distances. In other words,
the potential corresponds to a direct baryon-baryon interaction.

(ii) For the long-range 2 < R < 4 fm part, the one-pion and one-sigma exchange poten-
tials altogether determine the character of the interaction, since the one-gluon exchange
gives a negligible contribution for R ≥ 2 fm. One should also notice that although quark-
exchange diagrams are not dominant for R ≥ 2 fm, some quark antisymmetrization effects
may still be present through the norm (see Fig. 5.1).

(iii) At the intermediate range 0.6 < R < 2 fm a complex interplay among all pieces of
the potential (gluon, pion and sigma) generates the final form of the interaction. When
decreasing R from 2 fm to 0.6 fm two effects take place: on the one hand, quark exchange
diagrams are increasingly important becoming dominant below R = 1.5 fm, on the other
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Figure 5.13: NN → NN∗(1440) potential for (a) the 1S0 partial wave, (b) the 3S1 partial
wave, and (c) the long-range part of the 1S0 partial wave. We have denoted by the long-
dashed, dashed, dotted, and dot-dashed lines, the central OPE, OSE, OGE, and the tensor
contributions, respectively. By the solid line we plot the total potential.

hand the different pieces of the potential are changing sign: from attractive to repulsive
for the gluon in all partial waves, from repulsion to attraction for the sigma in S and D
waves and from repulsion to attraction and again to repulsion for the pion in S and D
waves. As a combined result of these effects the total potential turns out to be attractive
from R = 1.5 fm down to a lower value of R different for each partial wave. This behavior,
related again to the node in the N∗(1440) wave function, contrasts with the NN → NN
and NN∗(1440) → NN∗(1440) cases, where for instance for S and D waves the scalar
(sigma) part keeps always the same sign and gives the dominant contribution for R > 0.8
fm.

(iv) The choice of 0.6 fm as a lower limit for the intermediate range comes motivated



62 THE NN∗(1440) SYSTEM

0 1 2
 R(fm)

0

250

500

750

V
 (M

eV
)

1P1

(a)

0 1 2
 R(fm)

−50

50

150

250

V
 (

M
eV

)

3P0

(b)

2.5 3 3.5 4
 R(fm)

−0.5

0

0.5

V
 (M

eV
)

1P1

(c)

Figure 5.14: Same as Fig. 5.13 but for (a) the 1P1 partial wave, (b) the 3P0 partial wave,
and (c) the long-range part of the 1P1 partial wave.

by the repulsive character of the potential in all partial waves for shorter distances. The
one-gluon and one-pion quark exchange parts are mainly responsible for such a repulsion
as it turns out to be the case for NN → NN and NN∗(1440) → NN∗(1440). Nevertheless
there are two distinctive features with respect to these cases: in NN → NN∗(1440) the
intensity of the repulsion at R = 0 and the value of R at which the interaction becomes
repulsive are significantly lower than in NN → NN and NN∗(1440) → NN∗(1440). This
is a clear effect of the more similarity (higher overlap) in these cases between initial and
final states.
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Figure 5.15: Same as Fig. 5.13 but for (a) the 1D2 partial wave and (b) the 3D1 partial
wave.
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Figure 5.16: NN → NN∗(1440) potential for (a) the 1S0 partial wave and (b) the 1P1

partial wave. We have made explicit the contribution of the different diagrams shown in
Fig. 5.12, with the convention explained in the caption.





6 APPLICATIONS OF BARYONIC POTENTIALS

In this chapter we present three applications of the calculated baryonic potentials. First
in Sect. 6.1 we study the presence of non-nucleonic components in the deuteron. Then in
Sect. 6.2 we describe the way baryonic coupling constants between nucleons, resonances
and the Goldstone modes of the model can be extracted from the transition potential.
Finally in Sect. 6.3 we explore the mechanism of Roper excitation in the target proposed
in Ref. [37] making use of the NN → NN∗(1440) transition potential derived in Chapter 5.

Each of the aforementioned sections is briefly introduced.

6.1 N ∗ and ∆ components on the deuteron

Since the discovery of nucleon structure, nucleon resonances have attracted considerable
attention from theorists and experimentalists. An important effort was made to choose and
design experiments that could probe the presence of resonance configurations in different
nuclear systems. The basic idea lies in the observation that a small fraction of the nucleons
will be internally excited and therefore present as virtual resonances in every nucleus. This
may happen even at low energies due to the possibility of exciting internal nucleon degrees
of freedom according to the process NN → NN∗ or NN → N∗N∗ involving intermediate
N∗’s. As a consequence, the many nucleon wave function should be supplemented by
configurations involving one or several nucleons in an excited baryon resonance state.

If the virtual N∗’s exist in bound nuclear states, one expects them to play an important
role already in the bound two-nucleon system, the deuteron [123]. The most promi-
nent low-lying even-parity nucleon resonances are the P33, the ∆(1232), and the P11, the
N∗(1440) resonance.

The N∗’s contribute predominantly to the nucleon short-range correlations and en-
hance the high momentum components of the nuclear two-particle density. Being the
deuteron isoscalar, the energetically lowest state N∆ is forbidden, and therefore the ∆∆
and NN∗(1440) components would be the relevant non-nucleonic configurations. The
admixture probabilities of these exotic states are small due to the low nuclear density
and the rather high resonance-nucleon mass difference. Nonetheless, they have been ad-
vocated long ago to understand elastic proton-deuteron backward scattering at energies
above pion threshold [124] or the angular distribution of deuteron photo-disintegration at
energies above Eγ = 100 MeV [125]. Recent calculations have renewed the interest on these
non-nucleonic components as they could be indirectly observed in several reactions as for

65
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example antiproton-deuteron annihilation [126], subthreshold antiproton production [127]
or pd → dp processes [128, 129]. Although the evidence for resonance configurations in
the deuteron from such processes is indirect, is suggestive and encouraging.

The treatment of nucleon resonances in the nuclear wave function can be done in several
ways. One possibility has consisted in keeping only nucleons (and no resonances) in the
nuclear wave function and using effective operators. However, it would be surprising if
such an ad hoc procedure would phenomenologically account for any detailed internal
dynamics, because in the hard-core region two nucleons are likely to excite each other and
thus mutually probe their internal degrees of freedom. If one wants to turn the attention
to the virtual contribution from these nucleon excited states, one has to include explicitly
N∗ transition potentials in a coupled channel calculation.

When performing a coupled channel calculation for the deuteron based on effective
baryon-baryon potentials, a problem immediately arises. If one uses for the nucleon-
nucleon (NN) channel an effective potential which is fitted to the NN scattering data,
it will already include contributions from intermediate N∗’s, and thus one would obtain
too much attraction at medium range. Therefore one has to modify the normal nucleon-
nucleon potential and weaken the intermediate range attraction in order to account for
the additional attraction from the explicit dispersion contribution to the potential with
intermediate N∗’s. Such a procedure usually introduces an unwanted model dependence
on the results obtained.

There are multiple examples in the literature of these type of calculations. Haapakoski
and Saarela [130] studied ∆∆ components on the deuteron changing in an ad hoc manner
the intermediate range attraction of the central Reid soft-core potential until the deuteron
binding energy was fit to the experimental value. The tensor force was not changed.
Arenhovel et al. [131] studied NN∗(1440) configurations using perturbation theory with
the one-pion-exchange potential and Hulthén NN deuteron wave functions. The singular
nature of the potentials required a cutoff factor and the results were found to be rather
sensitive to the cutoff chosen. Weber [132] and Nath and Weber [133] calculated NN∗

components by means of an OPE potential in momentum space. The resulting probabili-
ties were again found to be rather dependent on the high momentum suppression factor.
Finally, Rost [134] performed a calculation where the existence of resonance components is
taken into account by a modification of the intermediate attraction of the Reid hard-core
potential. As a consequence, the study of non-nucleonic configurations in the deuteron
based on standard meson-exchange NN potentials depends on two basic assumptions: on
one hand, the hypothesis done to modify the intermediate range attraction of the NN
interaction, on the other hand, the specific transition potential to the resonance configu-
rations used.

The two-baryon problem based on quark-quark interactions is solved by means of the
RGM in a coupled-channel scheme considering usually NN , ∆∆ and hidden color-hidden
color components. The importance of particular configurations, like N∆, to describe the
low orbital angular momentum partial waves has been recently demonstrated [121]. Such
calculations present the great advantage that any baryon-baryon interaction can be deter-
mined, once the NN potential has been fixed, in a completely parameter-free way. There-
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fore, the quark-model framework provides an adequate scheme to study non-nucleonic
configurations on the deuteron without the aforementioned uncertainties appearing in
meson-exchange models.

In this section we want to focus on the influence of the most important non-nucleonic
channels on the deuteron properties. In order to have a consistent calculation we will
make use of baryonic potentials constructed as explained in Chapter 3. This implies
that no parameters are fitted independently for the different channels. The quark-model
parameters have been previously determined to describe the deuteron binding energy and
S-wave NN phase shifts with enough accuracy so that conclusions on the role played by
the different channels, and thus, by the N∗(1440) resonance or ∆ can be inferred.

Within the quark model framework, this problem has already been partially undertaken
using different approximations. The possible effects of a bigger Hilbert space were con-
sidered in Ref. [90] through the formation of six-quark bags at short-distances. Kusainov
et al. [135] proposed an alternative formulation in terms of quark-shell configurations,
later on projected onto physical channels. Glozman and Kuchina [136] proposed an in-
direct calculation where the non-nucleonic configurations were not explicitly considered
for the calculation of the two-body system. As a consequence, these methods rely again
on several hypothesis that could hide physical conclusions. In Ref. [137] the influence
of N and ∆ resonances on the NN interaction has been studied. The most significant
contribution was obtained from channels involving N and ∆ ground states, although a
quantitative calculation of the non-nucleonic configurations was not performed.

6.1.1 NN , NN∗(1440), N∆, and ∆∆ potentials

In this section we will make use of the baryon-baryon potentials which have already
been derived. For the NN , N∆ and ∆∆ pieces we consider the RGM derived ones [85],
while for the N∗(1440) pieces we consider the potential described in detail in Chapter 5.
As already mentioned in Chapter 4 the NN potential yields a fairly good reproduction of
the experimental data up to laboratory energies of 250 MeV. For a correct description of
the 1S0 phase shift it is necessary to take into account the coupling to the 5D0 N∆ channel
that provides an isospin-dependent mechanism generating the additional attraction in this
channel.

6.1.2 Probability of N∗(1440) and ∆ configurations

We have calculated the deuteron binding energy and wave function making emphasis
in a simultaneous description of the NN scattering phase shifts. For the bound state
problem, Eq. (3.26) can be discretized in momentum space and written as∑

j

(Hij − Eδij)Ψj = 0 , (6.1)

where we have used a simplified notation and the indices i and j run not only for all the
discretization points but also for the channels included in the calculation. The non-trivial
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solutions are given by the zeroes of the Fredholm determinant

|Hij − Eδij | = 0 , (6.2)

being the values of E that satisfy the previous equation the energy of the bound states.
Once the energies have been found the wave function can be easily calculated solving the
linear problem of Eq. (6.1).

We show in Table 6.1 the different configurations and partial waves included in our
calculation. In Tables 6.2 and 6.3 we present the results obtained for the non-nucleonic
probabilities and the static properties of the deuteron. In all cases the deuteron binding
energy is correctly reproduced, being Ed = −2.2246 MeV. We have shown the results of
a calculation including only NN components, including NN and ∆∆ configurations and
finally the full calculation including also NN∗(1440) configurations. Among the allowed
configurations, the NN∗(1440) has not been usually included in the deuteron calcula-
tions due to the great uncertainty associated to the coupling constant and cutoff parame-
ters [131, 134]. The first result we would like to emphasize is the fact that the probability
of NN∗(1440) channels are smaller than the ∆∆ ones. They do not show much influ-
ence on the static properties of the deuteron as it seems to be case for the deuteron form
factors [138]. However, these small components find support in the explanation given in
the literature to some deuteron reactions [126, 127, 128, 129]. Subthreshold antiproton
production in d− p and d− d reactions [127], pd→ dp reactions [128, 129], or antiproton-
deuteron annihilation at rest [126] are compatible with small percentage of NN∗(1440) in
the deuteron wave function.

B1B2 Partial waves Mass difference (MeV)
NN 3S1 - 3D1 0.0
NN∗(1440) 3S1 - 3D1 501.0
∆∆ 3S1 - 3D1 - 7D1 - 7G1 586.0

Table 6.1: Channels and partial waves considered in our calculation.

The prediction we obtain for the NN∗(1440) probabilities, a larger component of the
3D1(NN∗(1440)) partial wave than the 3S1(NN∗(1440)) partial wave, agrees with the
ordering obtained by other calculations available in the literature [134, 137]. This can
be understood if one takes into account that the tensor coupling, which is the main
responsible for the presence of non-nucleonic components on the deuteron wave func-
tion, is much stronger for the 3S1(NN) → 3D1(NN∗(1440)) transition than for the
3D1(NN) → 3S1(NN∗(1440)) one, enhancing in this way the D-wave influence with re-
spect to the S-wave component. Regarding the absolute value of the probabilities, our
results are a factor ten smaller than those reported on Ref. [134], where an estimation
of 0.17% for the NN∗(1440) configuration was obtained (0.06% for the 3S1 and 0.11 %
for the 3D1 partial wave). The dependence of this result on the hypothesis made and
the deviation from the results we obtain could be understood in the following way. The
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NN NN∗(1440) ∆∆
3S1

3D1
3S1

3D1
3S1

3D1
7D1

7G1

(A) 95.3780 4.6220 - - - - - -
(B) 95.1989 4.5606 - - 0.1064 0.0035 0.1243 0.0063
(C) 95.1885 4.5377 0.0022 0.0148 0.1224 0.0036 0.1245 0.0063

Table 6.2: Deuteron wave function (%).

rm(fm) AS(fm−1/2) η

(A) 1.976 0.8895 0.0251
(B) 1.985 0.8941 0.0250
(C) 1.985 0.8941 0.0250

Table 6.3: Deuteron properties.

deuteron is calculated using the Reid hard-core potential. When including NN∗(1440)
components, the channel coupling induces an attractive interaction on the NN system,
that needs to be subtracted out. Such a subtraction was done by reducing the intermedi-
ate range attraction of the central part of the Reid hard-core potential without modifying
the tensor part, as was done in Ref. [130] to calculate the probability of ∆∆ components.
As a consequence, in these type of calculations the strength of the tensor coupling to the
NN∗(1440) state can be enhanced by decreasing the intermediate range attraction in the
NN channel. The balance between these two sources of attraction cannot be disentangled
in a clearcut way. This is a similar problem to the one arising in the 1S0(NN) partial
wave when the coupling to the N∆ system was included [139]. The same attractive effect
could be obtained by a central potential or a tensor coupling to a state with higher mass,
being necessary other observables to discriminate between the two processes [139]. This
seems to be the reason of the much bigger probability for the NN∗(1440) components in
Ref. [134], that on the other hand showed a great dependence on the choice of the NN
phenomenological potential. In Ref. [137], although the contribution of resonance config-
urations has been included to study the NN system, there are no numerical predictions
to compare with.

There are other estimations in the literature. The results of Ref. [131] are only of qual-
itative interest. The pathological behavior of the transition potential to resonance states
was regularized by a cutoff factor that made the potential too weak at small distances.
In Ref. [136] they study the effective numbers for different resonance configurations on
the deuteron making use of baryon wave functions obtained from the diagonalization of
a quark-quark interaction containing gluon and pion exchange in a harmonic oscillator
basis including up to 2h̄ω excitations, and deuteron wave functions obtained from the
Paris potential or a different quark model approach. They obtain an upper limit of 1%
for ∆∆ components and 0.1% for NN∗(1440) in agreement with the order of magnitude
and ordering of our results.
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6.2 Baryonic coupling constants

A main feature of our quark treatment is its universality in the sense that all the
baryon-baryon interactions can be treated on the same foot. This allows a microscopic
understanding and connection of the different baryon-baryon interactions that is beyond
the scope of any analysis based only on distinguishable hadronic degrees of freedom. This is
important not only in the short-range regime, where it does not exist a definite prescription
when resonances are involved, but also at all distances. In particular, the asymptotic
behavior of the derived potentials allows both, the prediction of the values of the πNR
and σNR coupling constants, and the calculation of their ratios to the πNN and σNN
coupling constants respectively, where R stands for any resonance. The values of these
coupling constants are free parameters that need to be fixed by specific reactions when
working at baryonic level. For example, the value of the σNN∗(1400) coupling constant
is fitted indirectly in Ref. [36] using the p (α, α′) reaction 1. In the next section, Sect. 6.3,
we consider a similar reaction, p(d, d′), and explore to which extent we can understand
the peak attributed to the N∗(1440) with our quark-model derived potentials.

In Chapter 5 we have derived the NN → NN∗(1440) potential, now we exemplify how
the πNN∗(1440) and σNN∗(1440) coupling constants can be extracted.

6.2.1 πNN∗(1440) and σNN∗(1440) coupling constants

The potential obtained can be written at all distances in terms of baryonic degrees of
freedom [76]. One should realize that a quark-quark (qq) spin and isospin independent
potential as the scalar one-sigma exchange, gives rise at the baryon level apart from
a spin and isospin independent potential, to a spin-spin, a isospin-isospin and a spin-
isospin dependent interaction [14]. Nevertheless for distances R ≥ 4 fm, where quark
antisymmetrization interbaryon effects vanish, we are left with the direct part of the one-
sigma and one-pion exchange potentials whose functional forms are the same than for
the corresponding qq potentials. From these baryonic functional forms we can extract
the πNN∗(1440) and σNN∗(1440) coupling constants. To get such a prediction we write
the asymptotic baryonic transition potentials for the 1S0 partial wave (such an analysis
could be performed for any partial wave obtaining the same result). As the Λ depending
exponential term is negligible asymptotically as compared to the Yukawa term, we write
the asymptotic interaction as:

V OPE
NN→NN∗(1440)(R) =

1
3
gπNN√

4π

gπNN∗(1440)√
4π

m2
π

8MNMr

Λ2

Λ2 −m2
π

[(~σN .~σN )(~τN .~τN )]
e−mπR

R
,

(6.3)
and

V OSE
NN→NN∗(1440)(R) = − gσNN√

4π

gσNN∗(1440)√
4π

Λ2

Λ2 −m2
σ

e−mσR

R
, (6.4)

1In Ref. [36] they first consider the contribution to the cross section of the process which comes from the
∆ resonance, the remaining part is attributed to both an interference term and the N∗(1400) excitation.
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where gi stands for the coupling constants and Mr is the reduced mass of the NN∗(1440)
system

1
Mr

=
1
MN

+
1

MN∗(1440)
. (6.5)

By comparing these baryonic potentials with the asymptotic behavior of the OPE and
OSE previously obtained from the quark calculation we can extract the πNN∗(1440) and
σNN∗(1440) coupling constants. As the parameters at the quark level are fixed once for
all from the NN interaction our results allow a prediction of these constants in terms
of the elementary πqq coupling constant and the one-baryon model dependent structure.
The sign obtained for the meson-NN∗(1440) coupling constants and for their ratios to the
meson-NN coupling constants is ambiguous since it comes determined by the arbitrarily
chosen relative sign between the N and N∗(1440) wave functions. Only the ratios between
the πNN∗(1440) and σNN∗(1440) would be free of this uncertainty. This is why we will
quote absolute values except for these cases where the sign is a clear prediction of the
model. To get such a prediction we can use any partial wave. We shall use for simplicity
the 1S0 wave, this is why we only wrote the central interaction in Eq. (6.3).

The [Λ2/(Λ2 −m2
i )] vertex factor comes from the vertex form factor chosen at momen-

tum space as a square root of monopole [Λ2/(Λ2 + ~q 2)]1/2, the same choice taken at the
quark level, where chiral symmetry requires the same form for pion and sigma. A different
choice for the form factor at the baryon level, regarding its functional form as well as
the value of Λ, would give rise to a different vertex factor and eventually to a different
functional form for the asymptotic behavior. For instance, for a modified monopole form,
[(Λ2−m2)/(Λ2 − ~q 2)]1/2, where m is the meson mass (mπ or mσ), the vertex factor would
be 1, i.e. [(Λ2 −m2)/(Λ2 −m2)], keeping the potential the same exponentially decreasing
asymptotic form. Then it is clear that the extraction from any model of the meson-
baryon-baryon coupling constants depends on this choice. We shall say they depend on
the coupling scheme.

For the one-pion exchange and for our value of Λ = 4.2 fm−1, [Λ2/(Λ2 −m2
π)] = 1.03,

pretty close to 1. As a consequence, in this case the use of our form factor or the modified
monopole form at baryonic level makes little difference in the determination of the coupling
constant. This fact is used when fixing g2

πqq/4π from the experimental value of g2
πNN/4π

extracted from NN data. The value we use for

αch =
m2

π

4m2
q

g2
πqq

4π
=
(

3
5

)2 g2
πNN

4π
m2

π

4m2
N

e−
m2

πb2

2 = 0.027 (6.6)

corresponds to
g2
πNN/4π = 14.83 . (6.7)

To get gπNN∗(1440)/
√

4π we turn to our results for the 1S0 OPE potential, Figs. 5.13
and 6.1, and fit its asymptotic behavior (in the range R : 5 → 9 fm) to Eq. (6.3). We
obtain

gπNN√
4π

gπNN∗(1440)√
4π

Λ2

Λ2 −m2
π

= − 3.73 , (6.8)
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Figure 6.1: (a) Asymptotic behavior of the one-pion exchange 1S0 NN → NN∗(1440)
potential (solid line). The dashed line denotes the fitted curve according to Eq. (6.3). (b)
Same as (a) but for the one-pion exchange 1S0 NN → NN potential.

i.e. gπNN∗(1440)/
√

4π = −0.94. As explained above only the absolute value of this coupling
constant is well defined. Let us note that in Ref. [140] a different sign with respect to
our coupling constant is obtained what is a direct consequence of the different global sign
chosen for the N∗(1440) wave function. The coupling scheme dependence can be explicitly
eliminated if we compare gπNN∗(1440) with gπNN extracted from the NN → NN potential
within the same quark model approximation, Fig. 6.1. Thus we get∣∣∣∣gπNN∗(1440)

gπNN

∣∣∣∣ = 0.25 . (6.9)

By proceeding in the same way for the OSE potential, i.e. by fitting the potential given
in Fig. 6.2 (a) to Eq. (6.4), and following an analogous procedure for the NN case, Fig 6.2
(b), we can write ∣∣∣∣gσNN∗(1440)

gσNN

∣∣∣∣ = 0.47 . (6.10)

The relative phase chosen for the N∗(1440) wave function with respect to the N wave
function is not experimentally relevant in any two step process comprising N∗(1440) pro-
duction and its subsequent decay. However it will play a relevant role in those reactions
where the same field (π or σ) couples simultaneously to both systems, NN andNN∗(1440).
In these cases the interference term between both diagrams would determine the magni-
tude of the cross section [36].

The ratio given in Eq. (6.9) is similar to that obtained in Ref. [140] and a factor 1.5
smaller than the one obtained from the analysis of the partial decay width [140]. Nonethe-
less one can find in the literature values for fπNN∗(1440) ranging between 0.27−0.47 coming
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Figure 6.2: (a) Asymptotic behavior of the one-sigma exchange 1S0 NN → NN∗(1440)
potential (solid line). The dashed line denotes the fitted curve according to Eq. (6.4). (b)
Same as (a) but for the one-sigma exchange 1S0 NN → NN potential.

from different experimental analyses with uncertainties associated to the fitting of param-
eters [38, 115, 141].

Regarding the ratio obtained in Eq. (6.10), our result agrees quite well with the only
experimental available result, obtained in Ref. [36] from the fit of the cross section of the
isoscalar Roper excitation in p(α, α′) in the 10−15 GeV region, where a value of 0.48 is
given. Furthermore, we can give a very definitive prediction of the magnitude and sign of
the ratio of the two ratios,

gπNN∗(1440)

gπNN
= 0.53

gσNN∗(1440)

gσNN
, (6.11)

which is an exportable prediction of our model.
For the sake of completeness we give the values of gσNN∗(1440) and gσNN , though one

should realize that the corresponding form factor Λ2/(Λ2−m2
σ) = 2.97 differs quite much

from 1. Moreover, the quark model dependence is quite strong what can make nonsense
any comparison to other values obtained in the literature within a different framework.
We get

g2
σNN

4π
Λ2

Λ2 −m2
σ

= 72.4 , (6.12)

i.e. g2
σNN/4π = 24.4, and

gσNN√
4π

gσNN∗(1440)√
4π

Λ2

Λ2 −m2
σ

= 34.3 , (6.13)

i.e. g2
σNN∗(1440)/4π = 5.5.
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Concerning the absolute value of gσNN∗ some caveats are in order. Our value is
scheme and quark-model dependent and should only be sensibly compared with a value
obtained in the same framework. As a matter of fact, if we had extracted the quark
model factor dependence from the coupling constant (em

2
σb2/2) the result would have

been g2
σNN∗(1440)/4π =1.14 that compares quite well with the value given in Ref. [36],

g2
σNN∗(1440)/4π = 1.33. With respect to the results given in Ref. [142] they are very sen-

sitive to both the decay width of the sigma meson into two pions and the mass of the
sigma as reflected in the large error bars given. Both quantities are highly undetermined
in the Particle Data Book [43], the mass of the sigma being constrained between 400−1200
MeV and the width between 600−1000 MeV. These values have been fixed arbitrarily in
Ref. [142] to mσ =500 MeV and Γσ =250 MeV. Varying the mass of the sigma between
400 and 700 MeV for a fixed width of 250 MeV, the coupling constant according to Eq. (9)
of Ref. [142] varies between 0.18−2.54. Taking a width of 450 MeV the resulting coupling
is 0.27−1.64. In both cases, our value lies in the interval given above what makes it
compatible with the N∗(1440) decay and production phenomenology.

Let us finally mention that at short distances, the interaction could be fitted in terms
of two different Yukawa functions, one depending on the meson mass, m, the other with
a shorter range depending on

√
(MN(1440) −MN +m)m. These two Yukawa functions

could be associated to the two diagrams with different intermediate states (mNN and
mNN∗(1440)) appearing in time ordered perturbation theory when an effective calcula-
tion at the baryonic level is carried out (let us realize that in a quark calculation the
intermediate state is always mqq, the N − N∗(1440) mass difference being taken into
account through the N and N∗(1440) wave functions).
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6.3 Roper excitation in pd scattering

As already stated, the role played by N∗’s and ∆’s in several nuclear reactions has
been the object of many discussions during the last years. Among them there are two
experiments where the contribution from the N∗(1440) resonance was isolated by means
of model-dependent theoretical methods. The first one is the p(α, α′) reaction carried out
in Saclay [143] already ten years ago. The data showed two peaks in the cross section
that were not understood for some years. The most prominent one was attributed to a
Delta excitation in the projectile (DEP) [144]. The second peak was explained when a
Roper excitation in the target (RET) [36] was considered 2 giving a plausible explanation
to the measured differential cross section. These two mechanisms were investigated from
a phenomenological point of view making use of effective lagrangians.

The second experiment is the p(d, d′) reaction. It was considered and studied making
use of the same mechanisms [37]. In Fig. 6.3 we show the two diagrams which give the
bulk contribution to the cross section of the processes. These two reactions are particularly

d d

∆

π N*

p

σπ, ρ

p

(a) (b)

d’ d’

Figure 6.3: Mechanisms considered by Hirenzaki et al. [37].

interesting because in both cases the projectile (d or α) has T = 0. This ensures that the
N∗(1440) reaction mechanism, (Fig. 6.3 (b)), can only be driven by a scalar interaction,
σ. Therefore these reactions could provide a method to determine the baryonic coupling
constant between the N , N∗(1440) and the σ meson if the interference term between
the two mechanisms is proved to be small, as has been the case for p(d, d′), and the ∆
contribution has been fixed.

We have devoted Chapter 5 to the derivation and study of the transition and direct
potentials involving NN and NN∗(1440) systems. These potentials are obtained in a

2Other mechanisms were also explored and found to be much weaker than these ones.
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parameter-free way once the quark Hamiltonian was fixed in previous works. Our purpose
in this section is to study the p(d, d′) process making use of our transition potential,
VNN→NN∗(1440), to explore the mechanism proposed in Ref. [37].

In Sect. 6.3.1 we explain in detail the calculation of the cross section for the RET and
then proceed to its evaluation with our quark-model derived potential in Sect. 6.3.2. In
Sect. 6.3.3 we analyze the results obtained comparing to the ones reported in Ref. [37].

6.3.1 Target Roper excitation

The experimental data were measured for an incident energy of the deuteron Ed = 2.3
GeV (in the frame where the proton is at rest (L)) and for a laboratory angle between
the initial and final deuterons θL=1.1 deg. For a detailed description of the experimental
setup see Ref. [37]. Our purpose is to concentrate on the N∗(1440) excitation mechanism
(RET), Fig. 6.3 (b). This mechanism together with the DEP allows for an understanding
of the experimental data. The interference term between the two mechanisms is proven
to be small.

We detail the evaluation of the cross section for the N∗(1440) process. The differential
cross section for the process is given by:

d2σ

dEd′dΩL
d′

=
pd′

(2π)5
M2

dM
2

λ1/2(s,M2,M2
d )

∫
d3pπ

EN ′ωπ
Σ̄Σ|T |2δ(Ed +EN−Ed′−EN ′−ωπ) , (6.14)

with λ(x, y, z) = x2 + y2 + z2 − 2xy − 2yz − 2xz and Σ̄Σ|T |2 is the amplitude for the
elementary process of N∗(1440) production. We evaluate the cross section in the center of
mass system and then relate the result to the one which is shown by the experimentalists
making use of:

d2σ

dEd′dΩL
d′

=
d2σ

dEd′dΩcm
d′

dΩcm
d′

dΩL
d′
. (6.15)

For the kinematics considered it can be shown that,

dΩcm
d′

dΩL
d′

=
pL

d p
L
d′

pcm
d pcm

d′

(
1− Ecm

d√
s

)
+

cos(θcm)
pcm 2

d′

Ecm
d′√
s
pL

d p
L
d′ . (6.16)

Phenomenological baryonic result

We rederive the results of Ref. [37]. There they write down the amplitude in the following
way,

Σ̄Σ|T |2 = 12F 2
d

(
f ′

mπ

)2

g2
σNNg

2
σNN∗ |G∗|2|DσF

2
σ |2q2cm . (6.17)

This expresses the fact that the net effect of the deuteron can, as usual, be factored out
from the excitation of the N∗(1440) through the process N(N,N∗)N . The deuteron form
factor is defined as:

Fd(~k) =
∫
d~r φ∗(~r) ei

~k·~r
2 φ(~r) (6.18)
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M∗ (MeV) 1440
Γ∗(s = M∗2) (MeV) 300
M (MeV) 939
Md (MeV) 2M − 2.2245
Pππ 0.35
f ′ 0.472
fπ∆N∗ 2.45

Table 6.4: Parameters used in the calculation of Ref. [37].

where φ(~r) is the deuteron S-wave function, and the momentum ~k = ~pd − ~pd′ is taken in
the initial deuteron rest frame. The propagator of the N∗(1440) is written:

G∗(s) =
1

√
s−M∗ + i

2Γ∗(s)
. (6.19)

The width takes the form,

Γ∗(s) = Γ∗(s = M∗2)(1− Pππ)
q3cm(s)

q3cm(M∗2)
+ Γ∗(s = M∗2) PππΓππ(s) , (6.20)

where s is the invariant mass of the πN system, qcm(s) is the pion momentum in the πN
center of mass system and Pππ is the ππN branching ratio. The functional form of Γππ(s)
is [36]:

Γππ(s) =
1

3π2

(
fπ∆N∗

mπ

)2 ∫
dpπ

p4
π

ωπ
|G∆(s∆)|2 Γ∆(s∆) , (6.21)

G∆ is the ∆ propagator, and the process N∗ → Nππ is assumed to go through N∗ →
∆π → Nππ. The values used for the calculation are listed in Table 6.4.

The scalar interaction appearing in Eq. (6.17), responsible for the N∗(1440) excitation,
has the following propagator and form factor:

Dσ(q) =
1

(q0)2 − ~q 2 −m2
σ

Fσ(q) =

(
Λ2

σ −m2
σ

Λ2
σ − q2

)2

, (6.22)

mσ = 550 MeV and Λσ = 1700 MeV. Also g2
σNN/4π = 5.69 and g2

σNN∗/4π = 1.33. Both
N∗(1440) coupling constants, f ′ = fπNN∗ and gσNN∗ , are fitted in their original paper
to get the best reproduction of the data. In Fig. 6.4 we show the results obtained as
explained above which reproduce the results of Ref. [37].

The uncertainty in the experimental properties of the scalar exchanged meson 3, σ,
may have some influence on the predicted contribution of the N∗(1440) mechanism to

3The traditional σ meson appears as f0(600) in the last Particle Data Booklet [43]. Its mass is in the
range [600 - 1200] MeV and its width Γ= [400 - 1200] MeV.
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Figure 6.4: Results obtained for Td = 2.3 GeV and θL = 1.1 deg. Triangles are the
experimental data, rhomboids correspond to the experimental data once the theoretical
∆ contribution has been removed, both taken form Ref. [37].

the p(d, d′) process. To illustrate this point we depict in Fig. 6.5 the obtained N∗(1440)
contribution to the total cross section of the process depending on the mass of the σ meson
and also on the cut-off chosen. As can be seen, the smaller the cut-off, the smaller the
cross section, and the smaller mσ the bigger the cross section. Let us also emphasize
the use of a dipole form-factor, Eq. (6.22), what makes the potentials stronger at short
distances [145].

6.3.2 Quark-model calculation

We have at our disposal the quark model derivedNN → NN∗(1440) potential expanded
in partial waves and depending on the distance between the baryons. In order to perform
a similar calculation we will need to define our transition amplitude. In the baryonic case
the transition potential is defined as,

VNN→NN∗ = gσNNgσNN∗DσF
2
σ . (6.23)

In our case we need to extract the genuine scalar potential at all distances from our
NN → NN∗(1440) transition potential. At short distances, R < 2 fm, the quark model
based potential has a non-trivial structure. Due to the presence of the antisymmetrizer
we have that, for instance, a scalar coupling at quark level gives rise to a scalar, spin-spin,
pseudoscalar and pseudovector couplings [146]. The extraction of the scalar part can be
done once the potential has been added up to have an unprojected potential:

V
(S,T )
NN→NN∗(1440)(R) , (6.24)
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Figure 6.5: Results obtained for Td = 2.3 GeV and θL = 1.1 deg. Left: Dependence of the
cross section on the mass of the σ. Right: Dependence of the cross section on the baryonic
cut-off.

we can then write down the most general form for our interaction:

V
(S,T )
NN→NN∗ = V0(R) + V1(R) ~σ1 · ~σ2 + V2(R) ~τ1 · ~τ2 + V3(R) ~σ1 · ~σ2 ~τ1 · ~τ2 . (6.25)

Vi(R) are functions of the interbaryon distance R, ~σi and ~τi are spin and isospin matrices
of the baryons. V0(R) is the scalar part of the total potential which is the only part that
can be included in our process of N∗(1440) excitation in p(d, d′) reactions.

We obtain the following system of equations:

V
(0,0)
NN→NN∗(R) = V0(R)− 3V1(R)− 3V2(R) + 9V3(R)

V
(1,0)
NN→NN∗(R) = V0(R) + V1(R)− 3V2(R)− 3V3(R)

V
(0,1)
NN→NN∗(R) = V0(R)− 3V1(R) + V2(R)− 3V3(R)

V
(1,1)
NN→NN∗(R) = V0(R) + V1(R) + V2(R) + V3(R) , (6.26)

and solve for the scalar part,

V0(R) =
1
16

[
V

(0,0)
NN→NN∗(R) + 3V (0,1)

NN→NN∗(R) + 3V (1,0)
NN→NN∗(R) + 9V (1,1)

NN→NN∗(R)
]
.

(6.27)
The unprojected potential is obtained from the projected one calculated in Chapter 5
adding the partial-wave decomposed one in the following way 4,

V (~q;ST ) =
4π
N ST

JMAX∑
JMJ

∑
LML

∑
MS

CLSMLMS
JMJ

YLML
(q̂)

∫ ∞

0
r2 dr jL(qr) V̂ L,S;JT (r) , (6.28)

4We do not consider the tensor parts as they will not contribute to the scalar potential.
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Figure 6.6: Result obtained with our quark model potential as explained in the text.

where we are adding up the partial waves up to a certain JMAX . N ST is the unprojected
norm of theNN∗(1440) system and V̂ L,S;JT is the potential defined in Chapter 5 multiplied
by the norm of the corresponding partial wave.

6.3.3 Quark-model results

We have focused our attention on the target Roper excitation process as we are mainly
interested in exploring the mechanism from the point of view of quark-model derived
baryon-baryon potentials. The parameters of the ∆ excitation on the projectile used in
the phenomenological model were settled in the (α, α′) reaction. We assume this process
to be correctly described. Therefore we consider the data where the ∆ contribution has
already been subtracted (see Fig. 6.4) as our experimental data.

In Fig. 6.6 we show the result obtained using the quark-model derivedNN → NN∗(1440)
potential compared to the data. As can be seen, the predicted cross section is smaller that
the model-dependent experimental data. If we choose a small value for the width of the
N∗(1440), the results come closer to the experimental data. Let us notice that the big-
ger disagreement with the extracted data corresponds to the region where the errorbars
are larger, in other words, to the region where the uncertainties related to the theoret-
ical method used to subtract the ∆ contribution and interference term are important.
For the sake of clarity, let us note that the subtraction of the ∆ contribution is propor-
tional to the square of the πN∆ coupling constant. This coupling constant is different
as used in baryonic processes, f2

πN∆/4π = 0.35, as the one used in our quark model,
f2

πN∆/4π = 0.22 [121]. This value is crucial when trying to reproduce the 1S0 NN phase
shift through the tensor coupling to the 5D0 N∆. Using the baryonic coupling one would
obtain much bigger attraction than observed experimentally. As a consequence, the bary-
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Figure 6.7: Detailed contributions to the cross section coming from the different interac-
tions at the quark level, neglecting the interference terms.

onic calculation of the ∆ contribution could be underestimating the region above the peak
overestimating in this way the N∗(1440) contribution. The way to wipe out those un-
certainties would be to calculate the ∆ contribution together with the interference term
making use of quark-model baryonic potentials.

A second source of uncertainty on the baryonic result is its sensitivity to variations in
the mass of the σ meson (that is quite uncertain according to the PDG [43]), see Fig. 6.5.
This sensitivity would show up in a broad band for their predicted cross section attributed
to the N∗(1440) mechanism and also in the value of their scalar coupling constant.

In spite of our previous discussion we find a relevant result. In the previous section
we found that the long-range part of our quark-model derived baryon-baryon interactions
could be fitted with a Yukawa. This allowed us to extract the coupling constant between
the Goldstone modes, N and N∗(1440). In the process we are considering now the short-
range part of the interaction plays an important role as can be inferred from the fact that
there are the scalar contributions of the OPE and OGE the ones that give most of the
cross section, see Fig. 6.7 (Left). As previously discussed, these scalar contributions arise
due to the presence of the quark antisymmetrizer and are therefore related to the short-
range structure. In fact, the relevance of the short-range is closely related to the strong
dependence observed in the baryonic result on the cut-off chosen as seen in Fig. 6.5.

The results obtained with the quark-model derived interactions are qualitatively quite
different to the ones reported using baryonic degrees of freedom. In fact, the baryonic
form-factor could be hiding effects of the substructure that we find in our quark-model
treatment through the contributions to the scalar channel from every term in the quark-
quark Hamiltonian. If these results are confirmed by means of the full calculation within
the quark model, this could open a new way to search for effects of the microscopic
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structure.



7 NN SYSTEM ABOVE THE ∆ REGION

Many different theoretical approaches have successfully described the NN interaction,
phase shifts and deuteron properties, at energies below 300 MeV [14, 16, 17, 18, 49, 85,
147]. Above this energy the NN experimental data present several structures which are
not well described within these theoretical models. This is due to the completely different
problem we are facing when trying to describe the interaction above the thresholds for
producing other particles, in this case the pion. In order to correctly treat the problem we
need to incorporate to our theoretical framework the description of the produced particles,
in the energy range considered this translates into the inclusion of πNN states.

One way of incorporating the effects of pion production and subsequent decay is through
the explicit inclusion of nucleon-resonance channels in the model. The first two resonances
which can be produced giving structure to the NN elastic data are the ∆(1232) and the
N∗(1440). There exist in the literature some works where the influence of these channels is
explored in some detail using parametrizations of the potentials entering in the calculation.

The early works of Lomon [116] present a calculation of the NN interaction up to
900 MeV. Ref. [116] uses as NN potential the Feshbach-Lomon interaction [148], which
gives similar results to the Paris potential [18] together with phenomenological transition
potentials to the N∆, NN∗(1440) and ∆∆ systems. This model was improved later on
by González and Lomon [112] with the inclusion of the widths of the resonances and
some transitions omitted in the previous work. At the same time Lee [120] explored
the NN interaction using a subtraction scheme to correctly remove the non-nucleonic
components from the Paris potential together with phenomenological couplings to the
N∆ and NN∗(1440) channels 1. These non-nucleonic components, that for instance in our
quark-model derived potentials provide most of the attraction to the 1S0 partial wave [121],
need to be removed from potentials fitted to the phase shift data or some double counting
effects would occur.

The use of phenomenological potentials for the transition pieces to the resonance chan-
nels introduces free parameters in the model. This is not the case when the NN system
is studied together with baryon-baryon potentials obtained within a constituent quark
model. Once the quark-model parameters are fixed, any baryon-baryon transition or di-
rect potential can be obtained using the tools described in Chapter 3. Here we present
the first calculation of the NN interaction where we include explicitly couplings to N∆

1Of special interest are also the works of the Hannover group, they developed a model to study the
influence of pions and ∆’s [149].

83
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and NN∗(1440) channels with all the potentials derived consistently. Previous works
explored the influence of the coupling to ∆ channels extending the energies up to 900
MeV [122, 150].

The formalism we employ is the Coupled Channel Method. We first explain the formalism
in detail in Sect. 7.1. Then in Sect. 7.2 we show results for the phase shifts and inelasticities
up to 2 GeV.

7.1 Coupled channel method

We consider a coupled-channel Lippmann-Schwinger formalism defined by the following
set of integral equations2:

TNN = VNN + VNNGNTNN + VN∆G∆T∆N + VNN∗GN∗TN∗N

T∆N = V∆N + V∆NGNTNN + V∆∆G∆T∆N + V∆N∗GN∗TN∗N

TN∗N = VN∗N + VN∗NGNTNN + VN∗∆G∆T∆N + VN∗N∗GN∗TN∗N , (7.1)

where each symbol, N,∆ and N∗(1440) denotes a two-body channel according to:

N ≡ NN

∆ ≡ N∆
N∗ ≡ NN∗(1440) . (7.2)

GA is the propagator of the two-body system, A, (in Sect. 7.1.1 the precise form used is
discussed in detail).

In our approach we neglect the transitions between two-baryon states containing res-
onances, V∆N∗ = VN∗∆ = 0, assuming that little flow does indeed go through them.
Therefore the system of coupled equations that we will solve is,

TNN = VNN + VNNGNTNN + VN∆G∆T∆N + VNN∗GN∗TN∗N

T∆N = V∆N + V∆NGNTNN + V∆∆G∆T∆N

TN∗N = VN∗N + VN∗NGNTNN + VN∗N∗GN∗TN∗N . (7.3)

In Fig. 7.1 a diagrammatic representation of the model is given.
All the interactions VAB appearing in Eq. (7.3) are derived from the quark model pre-

sented in Chapter 2 using the tools explained in Chapter 3. In particular the calculation
of the pieces involving the N∗(1440) resonance were explained in detail in Chapter 5. The
NN and the transition to the N∆ system are taken from Ref. [85], similarly to what we
did to study the non-nucleonic components in the deuteron in Sect. 6.1.

No parameters are fitted for specific channels and thus the results are genuine predictions
of the quark-model and the above presented formalism.

2The assumptions made to arrive to the coupled channel method are detailed in, for example, Ref. [151].
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Figure 7.1: Graphical representation of the coupled channel formalism for the NN system
of Eq. (7.4). The black box corresponds to the NN t-matrix. Ellipses correspond to the
two-baryon direct and transition potentials. The solid thin lines are the nucleons while
the thick lines are the resonances, ∆’s (straight) and N∗(1440) (dashed). See Eqs. (7.4)
and (7.5).

Eqs. (7.3) can be conveniently rewritten so that the final form is a one-channel Lippmann-
Schwinger equation for the NN system, but with a redefined effective NN potential which
already includes the effect of the resonances:

TNN = V̄NN + V̄NNGNTNN , (7.4)

where it can be easily checked that,

V̄NN = VNN

+ VN∆G∆ [1− V∆∆G∆]−1 V∆N

+ VNN∗GN∗ [1− VN∗N∗GN∗ ]−1 VN∗N . (7.5)

This way of writing the system of equations 3 strongly simplifies the calculation procedure
as now it can be solved numerically using any of the techniques already available in the
literature. We use the method described in Ref. [152]. Thus we make the problem discreet
in momentum space by defining the integral equation, Eq. (7.4), on a mesh of Gauss-
Legendre points. Once this is done the resulting algebraic system of equations is solved
using matrix inversion. The method can be tested and is stable once the number of mesh
points is above 32.

We restrict our study to partial waves with J ≤ 2 (J being the total angular momentum
of the two-baryon system). In Table 7.1 the explicit channels included in the calculation
are listed.

3Let us note that the inclusion of any other two-baryon channel just needs the addition of the corre-
sponding box-term in Eq. (7.5). No changes are needed in the numerical method because the dimension
of the matrix V̄NN is not altered. Some authors neglect the direct potentials for the resonance terms, e.g.
V∆∆ = 0.
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NN N∆ NN∗(1440)
Isospin 0

3S1−3D1 − 3S1−3D1
1P1 − 1P1

Isospin 1
1S0

5D0
1S0

3P0
3P0

3P0
3P1

3P1−5P1−5F1
3P1

1D2
5S2−3D2−5D2−5G2

1D2
3P2 −3 F2

3P2−5P2−3F2−5F2
3P2−3F2

Table 7.1: NN , N∆ and NN∗(1440) channels included in the calculation.

7.1.1 Propagator of the two-baryon system

The propagators GA of the two-baryon systems appearing in the Lippmann-Schwinger
formulation are taken as follows,

G∆ =
1

E −∆M∆ − Γ∆(E)

GN∗ =
1

E −∆MN∗ − ΓN∗(E)
.

(7.6)

∆MB is the mass difference, MB −MN , and ΓB(E) is the width of resonance B. We
take the width of the resonance from previous calculations made in the framework of
constituent quark models [40, 140]. Their explicit expressions are the following:

Γ∆ =
2
3
f2

πN∆(k0)
4πm2

π

mN

Eπ(k0) +mN
k3

0

ΓN∗(1440) = 6
f2

πNN∗(k0)
4πm2

π

mN

Eπ(k0) +mN
k3

0 (7.7)

where,

fπN∆(k) = 2
√

2fπqq

(
1 +

Eπ(k)
6mq

)
e−

b2k2

6 ,

fπNN∗(1440)(k) =
√

3
18

(
k2b2 +

3
2
Eπ(k)
mq

)
e−

b2k2

6 fπNN (7.8)

and k0 is the pion momentum in the resonance rest frame, Eπ is its energy, f2
πqq =

g2
chm

2
π/4m

2
q and fπNN ∼ 1.
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7.2 Results

The influence of N∆ channels has already been proved to be relevant to understand
the NN interaction above the pion production threshold. Due to isospin conservation the
NN system can only couple to N∆ channels in those partial waves with T = 1. For T = 0
channels there is no influence from ∆ excitations and thus the N∗(1440) is expected to
account for most part of the observed inelasticity.

In the next section we present our results for T = 1 channels, which include NN ,
NN∗(1440) and N∆. The role played by the ∆ resonance is shown to be much more
relevant than that of the N∗(1440). This could be a priori inferred just by looking at the
masses of the resonances. Results for T = 0 channels are presented in Sect. 7.2.2.

7.2.1 Isospin 1 Channels

We first consider the case where both N∆ and NN∗(1440) channels can be excited.
In this case the effect of channels containing ∆’s, which are opened (not considering the
width) at 632 MeV in the laboratory frame, can be expected to be more relevant than
the effect of the coupling to the NN∗(1440) system. However, the inclusion of N∗(1440)
channels has sometimes been addressed as a possible way to improve the quality of the
description of the NN phase shifts. First we isolate the effects of the ∆. This means we
neglect the N∗(1440) pieces VNN→NN∗ = 0 and VNN∗→NN∗ = 0. Secondly, we perform
a full calculation and find that the effect of including the N∗(1440) is small for these
channels.

1S0 Partial wave: NN and N∆ only

In Fig. 7.2 we depict the phase shift and inelasticity obtained for the 1S0 partial wave.
The first relevant feature that can be outlined is the agreement obtained at low energies,
EL < 300 MeV. This low-energy regime was the one considered earlier when the triton
binding energy was studied in Chapter 4.

We also find that the energy dependence of the phase shift at energies above 500 MeV
is not well described. Our quark model result lacks repulsion at high energies not being
able to describe the data. Regarding the inelasticity, η, our result understimates, by a
factor 3, the experimental4 one.

3PJ Partial waves: NN and N∆ only

The correct reproduction of the 3PJ partial waves even at low energies cannot be
achieved in the absence of spin-orbit terms [154]. There are in our model three sources of
spin-orbit, the OGE, the OSE, and the confining potential. The non-relativistic reduction
of the OGE diagram between quarks provides two different types of spin-orbit terms. The
Galilei-invariant one was already used in Ref. [155], where they demonstrate that this

4For now on we refer as experimental results to the analysis of Ref. [153].



88 NN SYSTEM ABOVE THE ∆ REGION

term allows to understand the observed spin-orbit splitting in the NN interaction with a
strong coupling αs ∼ 1.6. However, they had to include an effective meson force between
the nucleons. Ref. [154] explores the Galilei-invariant term arising from both the OSE
and OGE at the quark level. They obtain that both terms add up together in the 3PJ

partial waves allowing a qualitative understanding of the energy dependence of the phase
shifts (to get quantitative results the parameters needed to be forced). The uncertainties
associated to the antisymmetric spin-orbit terms [156] and the nature of the confinement
interaction are the reasons why we have not included any source of spin-orbit, and thus
we do not intend to reproduce these partial waves.

For the sake of completeness we give our results for one of the partial waves. In Fig. 7.2
we depict the phase shift and inelasticiy obtained for the 3P1 partial wave. The energy
dependence of the phase shift is not well described at high energies, our result saturates
at earlier energies, ∼ 500MeV, lacking repulsion at higher energies as already occurred in
the 1S0 partial wave. The inelasticity is described reasonably well.

1D2 partial wave: NN and N∆ only

The experimental data for the 1D2 partial wave show a quite prominent peak in the
phase shifts at around 500 MeV. This can be seen, together with our results, in Fig. 7.3.
This peak is very well described in our model and is an important consequence, already
noticed by González and Lomon [112], of considering the coupling to the N∆ system.
Above the peak, the soft energy dependence of the phase shifts is reasonably described by
our model. The structure present in the inelasticity is overall reproduced by our model.
The observed behavior, with the phase shift being described while the inelasticity is 10%
below the data is a common feature to other calculations [157].

3F2, and ε2: NN and N∆ only

This partial wave is coupled to the 3P2 one and therefore the discussion regarding the
importance of spin-orbit terms should be kept in mind. We show in Fig. 7.3 the results
for the 3F2, and ε2. The energy dependence of the phase shift is not described for the 3F2

partial wave in the whole energy domain shown. The results for the mixing parameter,
ε2, are however qualitatively correct at low energies. The inelasticity parameter is in
reasonable agreement.

N∗(1440) influence in T=1 channels

Up to now we have only shown results including ∆ channels. As explained above, the
N∆ channel is opened at EL ∼ 640 MeV. Thus the N∆ transition will mainly drive
the NN interaction in the energy range we are considering. The effect of the coupling
to the NN∗(1440) system in those channels with T = 1 was found to be very small
already by Lee [158]. Here we show some results including the coupling to both N∆ and
NN∗(1440) channels with isospin 1. In Fig. 7.4 the phase shifts obtained for the 1S0 and
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3P1 partial waves are shown. We depict the results including all the transitions (solid)
and including only N∆ ones (dot-dashed).

The results agree with the previous ones of Lee [158] and thus we do not find any
important influence of the NN∗(1440) channels in partial waves with T = 1. Actually,
the two lines in Fig. 7.4 are almost indistinguishable in all cases up to 1500 MeV. Above
this energy some very small influence of the N∗(1440) is found in the phase shifts and
inelasticities.
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Figure 7.2: Phase shift and inelasticity for the 1S0 and 3P1 partial waves. The thick solid
line corresponds to the experimental analysis of Arndt et al. [153]. The solid line is the
result using our quark model potentials. The dotted line corresponds to the calculation of
Ref. [158] where they give results up to 1000 MeV. No N∗(1440) resonance is included.
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Figure 7.3: Same as Fig. 7.2 but for the 3F2 and 1D2 partial waves and for ε2.



RESULTS 91

0 500 1000 1500 2000
E

LAB
 (MeV)

-80

-60

-40

-20

0

20

40

60

δ (
de

g)

0 500 1000 1500 2000
E

LAB
 (MeV)

-40

-20

0

20

40

60

η 
(d

eg
)

1
S

0

1
S

0

0 500 1000 1500 2000
E

LAB
 (MeV)

-80

-60

-40

-20

0

20

40

60

δ (
de

g)

0 500 1000 1500 2000
E

LAB
 (MeV)

-20

0

20

40

60

η (
de

g)

3
P

1

3
P

1

Figure 7.4: Phase shift and inelasticity for the 1S0 and 3P1 partial waves. The thick solid
line corresponds to the experimental analysis of Arndt et al. [153]. The solid line is the
result not including N∗(1440) resonances. The dot-dashed line is the full calculation. The
dotted line corresponds to the calculation of Ref. [158].
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7.2.2 Isospin 0 channels

The inclusion of NN∗(1440) channels in the formalism was first considered as a possible
way to understand the experimental data in those channels which cannot couple to N∆.
This is the case of Ref. [158] where they incorporate this transition to try to describe the
NN data also in T = 0 channels. In our study we will not present results for Pauli blocked
channels, such as the 1P1 partial wave. The study of Pauli blocked channels would require
many technical steps in the RGM [159].

3S1, 3D1, and ε1: NN and NN∗(1440)

These channels were studied in Chapter 4 when we calculated the triton binding energy.
There we showed, see Fig. 4.2, the phase shifts at energies below 300 MeV and clearly
saw that the agreement with the experimental data was very good. In Fig. 7.5 we present
the phase shift obtained for the 3S1 partial wave. The correct description of the energy
dependence of the phase shift at low energies is not altered by the inclusion of theN∗(1440).
On the other hand at higher energies, above 500 MeV, we find similar effects as the ones
already discussed for the 1S0 partial wave. That is, our theoretical predictions saturate
earlier than the experimental data. Similarly, for the 3D1 partial wave our results are
more attractive than the experimental data at energies above 400 MeV.

The description of the inelasticity in the 3S1 channel is not too appealing. The coupling
to the NN∗(1440) system does not provide the experimental inelasticity in the 3S1 partial
wave. Similar to the result obtained in Ref. [158]. However in the 3D1 partial wave the
results are in better agreement with the data.
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Figure 7.5: Phase shift and inelasticity for the 3S1, 3D1 and ε1 partial waves. The thick
solid line corresponds to the experimental analysis of Arndt et al. [153]. The boxes are
single data from [153]. The solid line corresponds to the quark model, the dotted line
corresponds to the calculation of Ref. [158].
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Model VNN→NN VNN→N∆ VN∆→N∆ VNN→NN∗ VNN∗→NN∗ Width
RGM RGM RGM RGM BO BO Quark Model
BO BO BO BO BO BO Lee

Table 7.2: Building blocks of the two approaches described in the text.

7.3 A model for comparison

In the previous section we have presented our quark model results. The agreement with
the experimental data is quite satisfactory up to 1000 MeV in some partial waves. In this
section we build a model which will permit us to investigate whether our results can be
improved by using a different potential or a different parametrization of the width. The cal-
culation will be done using the coupled channel model already explained in Sect. 7.1. The
only differences come from the direct and transition potentials employed. In this approach,
that we denote as BO, we take the NN , N∆ and N∗(1440) pieces, VNN→NN , VNN→N∆,
VN∆→N∆, VNN→NN∗ and VNN∗→NN∗ , obtained using the BO method as described in
Chapter 3. The width of the resonances is taken from the works of Lee [158] 5. There he
calculates the width of the resonance from a phenomenological point of view taking into
account one and two-pion contributions to the self-energy of the ∆ and N∗(1440) in a
meson-baryon formalism. The parameters are fixed to reproduce the πN scattering phase
shifts for the P11 and P33 channels up to 1900 MeV (center of mass energy).

The definition of the width is [158]:

Σα(w) = Σα,π(w) + Σα,2π(w) (7.9)

where α refers to ∆ or N∗(1440). They can be calculated with the vertex interactions,
hαβ shown in Fig. 7.6,

Σα,π(w) =
∫ ∞

0

|h0α(q′)|2 q′2dq′

w − Eπ(q′)− EN (q′) + iε

Σα,2π(w) =
∫ ∞

0

|hα3(q′)|2 q′2dq′

w − Eπ(q′)− Eα(q′)−Πα(w, q′)
, (7.10)

with

Πα,q′ =
∫ ∞

0

|h01(q′′)|2 q′′2dq′′

w − Eπ(q′)− ([Eπ(q′′) + EN (q′′)]2 + q′2)1/2 + iε
(7.11)

In Table 7.2 we summarize the two approaches that we consider. We denote RGM to
the quark model presented in the previous section.

5We will explore the dependence of our results on the parametrization employed for the width.
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Figure 7.6: Vertex interactions used in [158].

7.3.1 Results

In Fig. 7.7 we show the results obtained using both schemes for the 1S0 partial wave.
The good agreement already stated for energies below 300 MeV is again obtained with the
BO model. However, we observe that in both cases the energy dependence of the phase
shifts at energies above 500 MeV is not well described. In the BO model the saturation of
the phase shift occurs earlier than in the RGM one, giving a poorer description at energies
above 1000 MeV. Regarding the inelasticity, η, both the RGM and BO provide a similar
description.
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Figure 7.7: Phase shift and inelasticity for the 1S0 partial wave. The thick solid line
corresponds to the experimental analysis of Arndt et al. [153]. The solid line is BO result,
where all the interactions are obtained using the BO. The dashed line corresponds to the
RGM.
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In Fig. 7.8 we present the phase shift obtained for the 3S1 partial wave for both the
BO and RGM models. The energy dependence of the phase shift at low-energies is again
described and is not altered by the inclusion of the N∗(1440). We again find that the BO
model does saturate earlier than the RGM one providing a poorer description of the data
at energies above 500 MeV. The description of the inelasticity in the 3S1 channel is not too
appealing in neither case. The coupling to the NN∗(1440) system does not account for
the experimental inelasticity. At energies above 600 MeV the BO gives a better agreement
for this channel though it fails to follow the data above 1000 MeV.

The soft energy dependence present in the 1D2 phase shift, Fig. 7.8, is also described
by the BO model. However, in this case the BO model contains more attraction in the
whole energy domain. The experimental structure seen in the inelasticity is reasonably
reproduced in both models. In this case we are again in the same situation as with the
RGM model, the phase shift is more atractive but in this case the agreement for the
inelasticity is better than in the RGM. This is what usually happens: if one gets the
correct inelasticity the phase shift is above the data while if the phase shift is correctly
described the inelasticity is below the data [157].

7.3.2 Dependence on the parametrization of the width

We have considered two different parametrizations of the width of the resonances. One
is defined in Eqs. (7.7) and (7.8), the second one is defined in Eq. (7.9). The first one
was obtained within the quark model, and therefore has no free parameters, while the
second one was obtained in a meson-baryon formalism and its free parameters were fitted
to reproduce the experimental ππ phase shifts. In order to clarify the importance of the
parametrization for the width, we present a calculation of the phase shifts and inelasticities
of two partial waves using the BO model as it is in Table 7.2 but making use of the two
different parametrizations of the width.

The results for the 3S1 partial wave, see Fig. 7.9, show very minor differences when
using the two different expressions for the width. Slightly different is the situation for
the 3D1 partial wave. There the use of the quark model width worsens the description
of both the phase shift and the inelasticity but does not modify considerably the energy
dependence.
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Figure 7.8: Same as Fig. 7.7 but for the 3S1 and 1D2 partial waves.
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Figure 7.9: Phase shift and inelasticity for the 3S1 and 3D1 partial waves. The thick solid
line is the solution of Arndt. The boxes are the experimental data. For our calculation
we use only the BO derived potentials. The thin solid line is obtained using the width of
the N∗(1440) as written in Eqs. (7.7) and (7.8) while the dashed one is corresponds to the
expression of Eq. (7.9).



8 CONCLUSIONS

This thesis represents a first step towards the application of quark-model based baryon-
baryon interactions to the study of few-body systems. For this purpose, we have used a
chiral constituent quark model that was developed in order to understand the NN system
below pion threshold and the low-lying baryon spectrum. Such a model has been extended
in two directions: the study of systems with more than two nucleons (triton) and the study
of reactions where nucleon resonances other than the ∆ could play a role.

We have first of all made a detailed analysis of the simplest few-body system, the triton.
We calculate the binding energy by previously deriving EST separable expansions of the
low partial waves included in the three-body calculation. The result obtained is in the
range of the experimental value and is also close to the results obtained utilizing other
baryonic models available in the literature. Those EST expansions could be tested against
any other many-nucleon system. Our result is ∼ 800 MeV smaller than the experimental
data. This underprediction, reported in many other theoretical calculations, has been the
object of extensive study during the last years. It has been suggested that the non-local
structure of the NN interaction could be responsible for this disagreement. We have
estimated the effect of the non-localities inherent to the RGM derivation of the quark-
model based potential. Our results predict more binding for the non-local calculation in
the order of 200 MeV.

Later on we have presented the way in which any baryon-baryon interaction can be
derived from the basic quark-model Hamiltonian. The main advantage of constituent
quark models is that they permit to obtain any baryon-baryon interaction in a consistent
way. The microscopic model of quarks, gluons and Goldstone modes, defines a framework
in which any transition or direct potential between two-baryons can be derived. In parti-
cular, the potentials involving N ’s and N∗(1440)’s have been studied in detail. There are
several reasons for that. On one hand the elusive structure of the N∗(1440) resonance and
on the other hand the increasing number of data from processes involving higher nucleon
resonances.

First of all, we studied the direct NN∗(1440) → NN∗(1440) potential. This system
is composed of non-identical baryons and thus there is no selection rule on its quantum
numbers at baryonic level. The detailed analysis of the contribution of each part of
the quark Hamiltonian makes it apparent that the short-range part of the potential is
dominated by antisymmetry requirements. As a consequence, the Pauli principle at the
quark level has important implications for those partial waves that are forbidden for the

99
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NN case: we find strong short-range barriers. Moreover our potential exhibits different
behavior when the isospin is changed, e.g. L = 0, S = 0, T = 1 compared to L = 0, S =
0, T = 0. This result should prevent about baryonic potentials obtained from the NN
potential by naive SU(2) scaling of the boson coupling constants. The transition piece
has also been obtained, NN → NN∗(1440). The main differences between the direct
and transition potentials come from the fact that in the latter, due to the conservation of
isospin by the strong force, we do not have partial waves with no counterpart in the NN
system. Regarding the role played by the different pieces of the quark-quark Hamiltonian,
some features can be outlined for both cases: the OPE drives the very-long range part of
the interaction between the two baryons, the OSE is mainly responsible for the medium-
range part of the interaction while the OGE affects only to the short range behavior.

We have applied the NN∗(1440) interactions to the study of different subjects. First
of all, the non-nucleonic structure of the deuteron has been studied in the framework
of a non-relativistic coupled channel scheme. The inclusion of other resonance compo-
nents is free of any additional parameter and therefore our estimates greatly reduce the
model dependence. The results show that the NN∗(1440) probability is small, ≤ 0.1%.
It does agree with other previous estimations of ≤ 1% for resonance admixture to the
deuteron wave function which are mainly shared between NN∗(1440) and ∆∆ parts. The
NN∗(1440) baryon resonance probabilities in the deuteron, being smaller than the ∆∆
ones, should be included in any detailed deuteron structure calculation. Our results sup-
port recent experimental data where NN∗(1440) components were induced from processes
like subthreshold antiproton production on d− p collisions or pd→ dp reactions.

Secondly, our baryon-baryon potentials allow to determine the coupling constants that
in hadronic theories had to be fitted to the experimental data. The effect of antisym-
metry vanishes at distances of the order of 1.5−2 fm. This means that at long-enough
distances we are left with the original structures. This permits to extract the baryon-
baryon-Goldstone meson coupling constant from the long-range part of the transition
potentials. We have obtained scheme-dependent values for gπNN∗(1440) and gσNN∗(1440),
an almost scheme-independent result for gπNN∗(1440)/gπNN and gσNN∗(1440)/gσNN and a
very definite prediction for the quotient between the latter.

In the third place, we have studied a reaction that is mediated by a Roper excitation
in an isosinglet channel. We have analyzed the most prominent model dependencies of
the results obtained determining the strong dependence of the results on the form factor
chosen and the model-dependent method used to extract the experimental data. This fact
was also stressed when the N∗(1440) coupling constants were extracted. An extremely
interesting result is that in the quark-model calculation one obtains contributions to the
cross-section coming not only from the scalar exchange at quark level but also from the
other exchanges present in the quark-model Hamiltonian.

Finally, with respect to the NN∗(1440) direct potential, unfortunately there are no
experimental data for the forbidden channels (this is not the case for the N∆ system,
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where indirect data obtained from the πd elastic scattering support the strong repulsive
barriers obtained). So our study of the NN system above pion threshold only involves
allowed channels. This study has been done by means of the Coupled Channel Method
including N ’s, ∆’s and N∗’s. The set of potentials which enters in a Lippmann-Schwinger
formulation of the problem has been derived in a consistent way from the same underlying
quark Hamiltonian. We extend the study of the NN interaction well above the domain
where the ∆ is expected to account for most of the inelasticity. Our results show that, co-
rroborating other phenomenological approaches, the coupling to theN∆ system is essential
to reproduce the NN interaction even at low energies, being the dominant resonance
configuration when higher energies are also considered. The effect of the N∗(1440) on
those channels where the system can also couple to ∆ ones is found to be very small. On
the other hand, some effects are found in those channels which cannot couple to ∆ ones,
isospin 0 channels. In the latter, the N∗(1440) gives a small fraction of the experimental
inelasticity. However, its contribution is in general very small not being responsible for
the disagreement observed with respect to the experimental data.

Therefore, we have demonstrated the capability of quark-model based baryon-baryon
potentials to study medium-energy phenomenology: few-body problems such as the triton
binding energy and nuclear reactions: p(d, d′) and NN scattering. The results obtained for
processes where only allowed channels appear are comparable to any other baryon theory
but in our case with a restricted number of free parameters. The study of processes where
the presence of forbidden channels can occur could put some light on the predictions of
quark-model calculations. This kind of calculations should serve either as a first step for
more refined calculations or as a possible guide for phenomenological applications.





Appendix A MATHEMATICAL FORMULAE

Yukawa functions

Y (x) =
e−x

x
(A.1)

H(x) =
(

1 +
3
x

+
3
x2

)
Y (x) (A.2)

Gaussian integrals

∫
d~x e−a2 x2

= π3/2

a3∫
d~x |~x|2 e−a2 x2

= 3
2

π3/2

a5∫
d~x |~x|4e−a2 x2

= 15
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π3/2

a7∫
d~x (~a · ~x) (~b · ~x) e−a2 x2
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2

π3/2

2a5

(A.3)

Useful expansions

• With Legendre Polynomia

∞∑
`=0

(2`+ 1) P`(µ) ı`(x) µ =
∞∑

`=0

(2`+ 1) P`(µ) F1(`, x)

∞∑
`=0

(2`+ 1) P`(µ) ı`(x) µ2 =
∞∑

`=0

(2`+ 1) P`(µ) F2(`, x) (A.4)

with

F1(`, x) =
`

2`+ 1
ı`−1(x) +

`+ 1
2`+ 1

ı`+1(x) (A.5)

F2(`, x) =
`(`− 1)

(2`+ 1)(2`− 1)
ı`−2(x) +

2`2 + 2`− 1
(2`+ 3)(2`− 1)

ı`(x)

+
(`+ 2)(`+ 1)

(2`+ 3)(2`+ 1)
ı`+2(x) (A.6)
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where P`(x) are Legendre polynomia which can be obtained using Rodrigues formula,

P`(x) =
1

2`+1`!
d`

dx`
(x2 − 1)` (A.7)

• Expansions of the exponential

e
~A· ~B = 4π

∑
LM

YLM (Â) Y ∗
LM (B̂) ıL(AB) (A.8)

ei
~A· ~B = 4π

∑
LM

iL YLM (Â) Y ∗
LM (B̂) L(AB) (A.9)

where L are the spherical Bessel functions which can be defined as,

0(z) =
sin(z)
z

1(z) =
sin(z)
z2

− cos(z)
z

n−1(z) + n+1(z) = (2n+ 1)
n(z)
z

(A.10)

and ıL are the modified spherical Bessel functions defined as,

ı0(z) =
sinh(z)
z

ı1(z) =
sinh(z)
z2

+
cosh(z)

z

ın−1(z)− ın+1(z) = (2n+ 1)
ın(z)
z

(A.11)

Angular Momentum Formulae

• Three spherical harmonics

∫
Y ∗

l′m′(Â) YLM (Â) Ylm(Â) dÂ = (−1)m′

√
(2l′ + 1)(2L+ 1)(2l + 1)

4π(
l′ L l
−m′ M m

)(
l′ L l
0 0 0

)
(A.12)

• Sums over 3-j symbols

∑
µ1µ2µ3

(−1)l1+l2+l3+µ1+µ2+µ3

(
j1 l2 l3
m1 µ2 −µ3

)(
l1 j2 l3
−µ1 m2 µ3

)
(

l1 l2 j3
µ1 −µ2 m3

)
=

(
j1 j2 j3
m1 m2 m3

){
j1 j2 j3
l1 l2 l3

}
(A.13)
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• Matrix element of irreducible tensors

〈α12m|T (k) · U (k)|α′′1′2′m′〉 = (−1)+2+′1 δ′ δmm′

{
′1 ′2 ′

2 1 k

}
(A.14)∑

α′′

〈α1||T (k)||α′′2〉〈α′′2||U (k)||α′′2〉

• Four angular momentum recoupling formula

|(`1`2)`12, (`3`4)`34;JM〉 =
∑

`13`24

√
ˆ`12 ˆ`34 ˆ`13 ˆ`24


`1 `3 `13
`2 `4 `24
`12 `34 J


|(`1`3)`13, (`2`4)`24;JM〉 (A.15)

where â = 2a+ 1.





Appendix B EST EXPANSIONS

In Chapter 4 we make use of separable expansions of the two-body baryon-baryon
potentials to calculate the triton bound state. Here we explain the construction of an
EST expansion of a general two-body potential following Refs. [100, 102, 160].

The method can also be found in the original work of Ernst et al. [160]. In Sect. B.1
we review the concept of separable kernels for integral equations. Then in Sect. B.2 we
consider a particular integral equation which is relevant: Lippmann-Schwinger equation.
The use of separable kernels is of interest when many body problems are being considered.
However, we consider the two-body problem as it illustrates their convenience.

B.1 Mathematical introduction

Let us consider the following general mathematical problem:

f = h+K[f ] , (B.1)

where h is a known function, K is called the kernel of the problem and f is the unknown
function we want to find.

As an example we can consider the problem in one dimension:

f(x) = h(x) +
∫
dy K(x, y) f(y) . (B.2)

One of the easiest cases where this integral equation can be readily solved corresponds
to the case when the kernel is separable. That corresponds to the case where the kernel
accepts the following factorization:

K(x, y) = ϕ̄(x)ϕ(y) , (B.3)

in this case the solution of Eq. (B.2) can be obtained analytically in a few steps:

f(x) = h(x) + cϕ̄(x) (B.4)

with

c =
∫
dy ϕ(y)f(y) =

∫
dy ϕ(y)h(y) + c

∫
dy ϕ(y)ϕ̄(y)

⇒ c =
∫
dy ϕ(y) h(y)

1−
∫
dyϕ(y)ϕ̄(y)

(B.5)

107



108 EST EXPANSIONS

This shows that an, in principle, difficult to treat problem as is Eq. (B.2) turns out to be
analytically solvable when the kernel appearing in the integral equation can be written as
in a separable form. This suggests a possible way of obtaining approximate solutions to
integral equations: finding separable expansions of the kernels so that the equation can
be split up in several easily solvable parts.

B.2 Physical example: Two-body scattering

In scattering theory and many body physics we deal with equations similar to Eq. (B.1)
as are the Lippmann-Schwinger (LS) (or any integral version of the Schödinger equation)
and the Faddeev equations. We concentrate on the first one as it serves to illustrate the
method and also because it is used when building separable representations of two-body
forces.

The Lippmann-Schwinger equation for the wave function reads∣∣∣φ(+)(~p)
〉

= |~p〉+ g0(ep + i0) v
∣∣∣φ(+)(~p)

〉
, (B.6)

where

g0(z) =
1

z − h0
,

g(z) =
1

z − h
,

|~p〉 = i0 g0(ep + i0) |~p〉 ,∣∣∣φ(+)(~p)
〉

= i0g(ep + i0) . |~p〉 (B.7)

i0 stands for limε→0 iε.
In the next section we give the precise definition of the separable potential for a given

two-body interaction. We explain in detail the solution of the LS equation. However we
should notice that the construction of the separable version needs the numerical solution of
the LS equation first so it makes no sense to build a separable version of a given potential
to calculate two-body scattering. The interest in building such expansions is clearly seen
when many-body problems are considered.

B.3 Definition of the Separable expansion

We define our separable version of the original potential in the following way,

v̄ =
∑

πJTMJMT

∑
ij

∣∣∣giπJT ;MJ ,MT

〉
λ(iπJT )(jπJT )

〈
gjπJT ;MJ ,MT

∣∣∣ . (B.8)

In the case we are considering, baryon-baryon systems, the strong force does not connect
states with different J , π or T and thus in the following we can restrict ourselves to certain
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J, π, T :
v̄ =

∑
ij

∣∣∣gi
〉
λij
〈
gj
∣∣∣ . (B.9)

The EST method wants the original potential, v, and its separable version, v̄, to produce
the same on and half-off-shell t matrix for a certain set of energies, Ei, with corresponding
momenta, pi, and orbital angular momentum, Li.

To define the objects appearing in Eq. (B.8) we first introduce the following set of states,∣∣∣ψi
〉
≡
{

|deuteron wave〉 if in 3S1 −3 D1

|φ(zi, pi)(Li, Si)T 〉 ≡ |ψαi〉
(B.10)

satisfying equation,
|ψαi〉 = |φi〉+ P g0(zi)v |ψαi〉 , (B.11)

with P being a principal value integration. This definition includes two different kind of
states |ψαi〉:

• if zi = p2
i

2µ then |ψαi〉 is a scattering state

• if zi < 0 then |ψαi〉 has no physical meaning

The form factors
∣∣gi
〉

and the matrix λij are defined in the following way,∣∣∣gi
〉

≡ v
∣∣∣ψi
〉

∑
j

λij〈ψj |v|ψk〉 ≡ δik . (B.12)

It is easy to proof that the second definition in Eq. (B.12) ensures that,

v
∣∣∣ψi
〉

= v̄
∣∣∣ψi
〉
, (B.13)

lets see,

v
∣∣∣ψi
〉

=
∑
j

[∑
k

λjk〈ψk|v|ψi〉
]
v
∣∣∣ψj
〉

= v̄
∣∣∣ψi
〉
. (B.14)

R matrix

Now we can obtain an analytic expression for the R matrix corresponding to the sepa-
rable potential:

R̄(z) = v̄ + v̄ Pg0(z) R̄(z)

=
∑
ij

∣∣∣gi
〉
Dij(z)

〈
gj
∣∣∣ , (B.15)
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with
Dij =

[
Λ−1 −G(E)

]−1

ij
(B.16)

and

(Λ)ij = λij

(G(E))ij = 〈gi|Pg0(E)|gj〉 . (B.17)

It is important to note that the separable expansion itself does not contain any energy
dependence, all the energy dependence comes from the resolvent.

We need to prove that both the original R matrix and the separable one R̄ have the
same half-off shell values for the set of energies Ei. Consider,

R̄(E) =
∑
ij

∣∣∣gi
〉
Dij(E)

〈
gj
∣∣∣

with D−1
ij (E) = (Λ−1)ij −Gij(E)

(Λ−1)ij = 〈ψi|v|ψj〉
Gij(E) = 〈ψi|v Pg0(E) v|ψj〉

⇒ D−1
ij (E) = 〈ψi|v − vPg0(E) v|ψj〉

⇒
∑
j

Dij(E)〈ψj |v − vPg0(E) v|ψk〉 = δik . (B.18)

If
∣∣ψj
〉

is a scattering state we have,

[v − v Pg0(Ej) v]
∣∣∣ψj
〉

= v
∣∣∣φj
〉

(B.19)

The half off-shell is,

R̄(EK)
∣∣∣φk
〉

=
∑
ij

∣∣∣gi
〉
Dij(Ek)〈gi|φk〉

=
∑
ij

∣∣∣gi
〉
Dij(Ek)〈ψj |v − vPg0(Ek) v|ψk〉

=
∣∣∣gk
〉

= v
∣∣∣ψk

〉
= R(Ek)

∣∣∣φk
〉
. (B.20)

B.4 Numerical implementation

For the method to be operational one needs to cast the form factors 〈pLS|gi〉 into
analytic functions. The way to achieve that is to first calculate them on a mesh of gauss-
legendre points solving the following equations.

• if
∣∣ψi
〉

is a scattering state

〈pLS|v|ψαi〉 = 〈pLS|R(Ei)|φαi〉
= RT

L`iSsi
(p, pi) (B.21)
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and these quantities satisfy,

RT
L′S′LS(q′, q) = V T

L′S′LS(q′, q) (B.22)

+
2
π

∑
L′′S′′

∫ ∞

0
dk k2 V T

L′′S′′LS(q′, k)P 1
Eq − Ek

RT
L′S′LS(k, q) .

• If
∣∣ψi
〉

is a bound state We have a similar equation, without poles in this case, for
the state,

|ψd〉 = g0(ed) v |ψd〉 . (B.23)

The Hanover-Jülich group [102] casts the form factors into analytic functions which are
essentially Gegenbauer polynomials,

〈pLS|gi〉 =
pL

(p2 + β2
2i)m

{
β1i + p2

[
C1i + (C2ix− C3i)

∑
n

anG
5/2
n (x)

]}
, (B.24)

with

x =
p2/β2

3i − 1
p2/β2

3i + 1
. (B.25)





Appendix C NN∗ NORM

We give the explicit expression for the overlapping of the NN∗(1440) wave function
appeared in Eq. (5.1) of Chapter 5

N di
L (R) =

[
2
3
T1 +

1
3
T7 + (−)f 2

3
T2

]
N ex

L (R) =
[
2
3
T3 +

1
3
T8 + (−)f 2

3
T4

]
+ 2

[
2
3
T5 + (−)f 2

3
T6

]
(C.1)

with

T1 = 8πe−α

{
ıL(α)− R2

6b2
ıL(α) +

R2

6b2
F1(L,α)

+
R4

96b4
ıL(α)− R4

48b4
F1(L,α) +

R4

96b4
F2(L,α)

}

T2 = 8πe−α

{
R4

96b4
ıL(α)− R4

48b4
F1(L,α) +

R4

96b4
F2(L,α)

}
(C.2)

T3 = 8πe−α

{
R4

96b4
ıL(β) +

R4

48b4
F1(L, β) +

R4

96b4
F2(L, β)

}

T4 = 8πe−α

{
ıL(β)− R2

6b2
ıL(β)− R2

6b2
F1(L, β)

+
R4

96b4
ıL(β) +

R4

48b4
F1(L, β) +

R4

96b4
F2(L, β)

}

T5 = 8πe−α

{
ıL(β)− R2

6b2
ıL(β) +

R2

6b2
F1(L, β)

+
R4

96b4
ıL(β)− R4

48b4
F1(L, β) +

R4

96b4
F2(L, β)

}

T6 = 8πe−α

{
R4

96b4
ıL(β)− R4

48b4
F1(L, β) +

R4

96b4
F2(L, β)

}

T7 = 8πe−α

{
ıL(α)− R2

6b2
ıL(α) +

R2

6b2
F1(L,α)
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+
R4

48b4
ıL(α)− R4

24b4
F1(L,α) +

R4

48b4
F2(L,α)

}

T8 = 8πe−α

{
ıL(β)− R2

6b2
ıL(β) +

R2

6b2
F1(L, β)

+
R4

48b4
ıL(β)− R4

24b4
F1(L, β) +

R4

48b4
F2(L, β)

}
, (C.3)

where α and β are defined by:

α =
3R2

4b2

β =
R2

4b2
, (C.4)

and the functions F1 and F2 are given in Eq. (A.6) where ıL(x) is the modified spherical
Bessel function of the first kind.



Appendix D NN∗ → NN∗ POTENTIALS

We describe in detail the technical steps to calculate the direct NN∗ potential 1.
The local potential is defined in Chapter 3, Eq. (3.28).
We explain the procedure to calculate the interaction potential for those diagrams con-

taining a quark in an orbital state φ1s in both the initial and final states. The remaining
terms can be obtained using analogous procedures.

Let us suppose for the sake of generality that we are calculating a tensor term, the
particular case of central potentials will be easily reduced from this one.

D.0.1 Wave functions, normalizations and overlappings

Let us denote Ψ6q the 6 quark wave function. As explained in Chapter 3, three of the
quarks are building one baryon and the other three are making the other baryon.∫

Ψ6q(r1, r2, r3, r4, r5, r6,R) . (D.1)

This wave function has a well defined spin-isospin and color parts. We can construct the
angular momentum projection and consider the states:

[ΨLS
6q ]J = [ΨL

6q ⊗ χST ]Jξc . (D.2)

The tensor interactions we consider, scalar interactions can be readily obtained from
these ones, are of the general form,

V (rij) = V (rij)Sijτi · τj (D.3)

where rij = |ri − rj|, Sij is the quark tensor operator and τi are the Pauli matrices.
The single quark wave functions are taken as harmonic oscillator states. We are going

to consider the components which only include quarks in 0s and 1s harmonic oscillator
wave functions:

φ0S =
(

1
πb2

)3/4

e−
r2

2b2

φ1S =
√

2
3

(
1
πb2

)3/4

e−
r2

2b2

[
3
2
− r2

b2

]
. (D.4)

1We denote the three vectors as r instead of ~r to make the expressions clearer.
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They are orthonormalized in the following way,∫
dr φ0S(r)φ0S(r) = 1∫
dr φ1S(r)φ1S(r) = 1∫
dr φ1S(r)φ0S(r) = 0 . (D.5)

In the calculation we are performing one often has overlappings between the non-
interacting quarks that can be obtained analytically. Here we write the ones we use,

∆(A,B) =
∫
dr φ0S(r−A)φ0S(r−B) = e

−1

4b2
(A−B)2

Σ(A,B) =
∫
dr φ0S(r−A)φ1S(r−B) = −

√
2
3

(A−B)2

4b2
e

−1

4b2
(A−B)2 (D.6)

Λ(A,B) =
∫
dr φ1S(r−A)φ1S(r−B) = e

−1

4b2
(A−B)2

{
1− (A−B)2

3b2
+

(A−B)4

24b4

}
.

D.0.2 The interaction kernel

The interaction potential is defined as (without the norm),

V LL′SS′
(R) = 〈[ΨL′S′

6q ]J |V (rij)|[ΨLS
6q ]J〉 . (D.7)

That using the relation given in Eq. (A.15) can be written as,

V LL′SS′
(R) =

√
6(−)L+S′+J

{
L S J
S′ L′ 2

}
〈χS′T ||V S→S′TC ||χST 〉 (D.8)

× 〈ΨL′
6q(r1, ..., r6, R)||V L→L′

(rij)||ΨL
6q(r1, ..., r6, R)δ(R−R′) .

The spin-isospin-color part can be obtained independently,

CSS′TC = 〈ξcχS′T ||V S→S′TC ||ξcχST 〉 . (D.9)

The presence of the quark antisymmetry operator together with the sum over the various
quark pairs implicit in Eq. (D.7) gives rise to many terms depending on which quarks are
interacting. We consider only one of them, the one which corresponds to interaction
between quarks 2 and 5, V25. Therefore, the remaining radial integral we need to calculate
is the following,

H =
∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr1..dr6 (D.10)

φ0S(r1 −A1)φ1S(r2 −B1)φ0S(r3 −C1)
φ0S(r4 −D1)φ0S(r5 −E1)φ0S(r6 − F1)
V (r25)
φ0S(r1 −A2)φ1S(r2 −B2)φ0S(r3 −C2)
φ0S(r4 −D2)φ0S(r5 −E2)φ0S(r6 − F2) .
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H =
2
3

(
1
πb2

)3

∆(A1,A2) ∆(C1,C2) ∆(D1,D2) ∆(F1,F2)∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr2 dr5 (D.11)

exp
{−1

2b2
[
(r2 −B1)2 + (r5 −E1)2

]}
exp

{−1
2b2

[
(r2 −B2)2 + (r5 −E2)2

]}
V (r25)

[
3
2
− (r2 −B1)2

b2

] [
3
2
− (r2 −B2)2

b2

]
.

A1, B1, C1, D1, E1 and F1 are the positions of the six quarks in the initial configuration
that can be either, R/2 or −R/2 while A2, B2, C2, D2, E2 and F2 are the positions of
the quarks in the final configuration that can be, R′/2 or −R′/2. The following change
of variables leaves the expression in a much simpler form,

R25 =
r2 + r5

2
(D.12)

r25 = r2 − r5 ,

Then we can consider the integral part, I, defined as:

I = exp

{
−1
2b2

[
−(B1 + E1 + B2 + E2)2

4
+B2

1 +B2
2 + E2

1 + E2
2

]}
∫
dr2 dr5 V (r25) exp

{−1
2b2

[
r225 − r25 · (B1 −E1 + B2 −E2)

]}
∫
dr25 exp

{
−2
b2

[
r25 −

(B1 + E1 + B2 + E2)
4

]2}
(D.13)[

3
2
−

(r25 − r25
2 −E1)2

b2

] [
3
2
−

(r25 − r25
2 −E2)2

b2

]
,

and rearrange the terms in the following way,

P = 1
4(B1 + E1 + B2 + E2) X = r25 −P

S = −r25
2 −E2 Q = −r25

2 −E1

PQ = P−Q PS = P− S .
(D.14)

The jacobian of the coordinate transformation (involved in the integral) is one and there-
fore we get,

I = exp

{
−1
2b2

[
−(B1 + E1 + B2 + E2)2

4
+B2

1 +B2
2 + E2

1 + E2
2

]}
∫
dr25 V (r25) exp

{−1
2b2

[
r225 − r25 · (B1 −E1 + B2 −E2)

]}
∫
dX exp

{
−2X2

b2

}[
3
2
− (X + PQ)2

b2

] [
3
2
− (X + PS)2

b2

]
, (D.15)
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it is convenient to remember at this point that PQ and PS depend on X that means
∫
dX

can be obtained analytically.

I = exp

{
−1
2b2

[
−(B1 + E1 + B2 + E2)2

4
+B2

1 +B2
2 + E2

1 + E2
2

]}
∫
dr25V (r25) exp

{−1
2b2

[
r225 − r25 · (B1 −E1 + B2 −E2)

]}
(D.16)

π
3
2 b3

2
3
2

[
15
16

+
PQ2 + PS2

b2
−3
4

+
PQ ·PS

b2
+

PS2PQ2

b4

]
.

We can now return to our full expression,

H =
2
3

1

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

exp

{
−1
2b2

[
−(B1 + E1 + B2 + E2)2

4
+B2

1 +B2
2 + E2

1 + E2
2

]}
∆(A1,A2)∆(C1,C2)∆(D1,D2)∆(F1,F2)∫
dr25V (r25) exp

{−1
2b2

[
r225 − r25 · (B1 −E1 + B2 −E2)

]}
[
15
16

+
PQ2 + PS2

b2
−3
4

+
PQ ·PS

b2
+

PS2PQ2

b4

]
.

Regrouping the exponential terms in the following way,

exp
−1
2b2

{
r225 −BS · r25 − ES′ · r25 − CS · S′ + ES2 +DS2

}
= (D.17)

∆(A1,A2)∆(C1,C2)∆(D1,D2)∆(F1,F2) ×

exp
−1
2b2

{
−(B1 + E1 + B2 + E2)2

4
+B2

1 +B2
2 + E2

1 + E2
2

}
×

exp
−1
2b2

{
r225 − r25 · (B1 −E1 + B2 −E2)

}
,

we have,

H =
2
3

1

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr25V (r25)

exp
{−1

2b2
[
r225 −BS · r25 − ES′ · r25 − CS · S′ + ES2 +DS2

]}
[
15
16

+
PQ2 + PS2

b2
−3
4

+
PQ ·PS

b2
+

PS2PQ2

b4

]
. (D.18)

This expression is analogous to the one obtained in Ref. [15] for the case of the NN → N∆
transition potential. In our case we have that the integral contains terms, in brackets, with
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angular dependence that we need to simplify in a different way.

PQ =
1
4
(B1 + E1 + B2 + E2)− r25

2
−E1

PS =
1
4
(B1 + E1 + B2 + E2)− r25

2
−E2 (D.19)

Taking into account that B1,E1,B2,E2 are the initial and final positions of the quarks
that interact we can write, PQ and PS in the following way,

PQ = c1S + c2S′ + c3r25

PS = d1S + d2S′ + d3r25 (D.20)

where ci and dj are numbers that depend on the diagram that we are considering.

PQ2 = b0 + b1µ1 + b2µ2 + b3µ3

PS2 = e0 + e1µ1 + e2µ2 + e3µ3 (D.21)
PS ·PS = a0 + a1µ1 + a2µ2 + a3µ3 .

Where now ai, bi and ei are functions that depend only on the moduli |S|, |S′| and |r25|
but never on the angles between them.

µ1 = cos( ̂r25,R)
µ2 = cos( ̂r25,R′) (D.22)
µ3 = cos(R̂,R′) .

So, the integral H in the most general case has the form,

H =
2
3

1

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂) (D.23)∫

dr25V (r25) exp
{−1

2b2
[
r225 −AS · r25 −BS′ · r25 − CS · S′ + ES2 +DS2

]}
[
α00 + α01 µ1 + α02 µ2 + α03 µ3 + α11 µ

2
1 + α22 µ

2
2 + α33 µ

2
3 + α12 µ1 µ2

+α13 µ1 µ3 + α23 µ2 µ3] ,

being αij functions again only of the moduli.

H =
2
3

1

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr25 V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
∞∑
l=0

∞∑
l′=0

∞∑
k=0

(2l + 1e)(2l′ + 1)(2k + 1)Pl(µ1)Pl′(µ2)Pk(µ3)ıl(x1)ıl′(x2)ık(x3)[
α00 + α01 µ1 + α02 µ2 + α03 µ3 + α11 µ

2
1 + α22 µ

2
2 + α33 µ

2
3 + α12 µ1 µ2 (D.24)

+α13 µ1 µ3 + α23 µ2 µ3] ,
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with x1 = ASr25
2b2

, x2 = BS′r25
2b2

and x3 = CSS′

2b2
. Now we make use of Eq. (A.4) obtaining,

H =
2
3

1

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr25V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
∞∑
l=0

∞∑
l′=0

∞∑
k=0

(2l + 1)(2l′ + 1)(2k + 1)Pl(µ1)Pl′(µ2)Pk(µ3) (D.25)

[α00 ıl(x1) ıl′(x2) ık(x3)+ α01 F1(l, x1) ıl′(x2) ık(x3)+
α02 ıl(x1)F1(l′, x2) ık(x3)+ α03 ıl(x1) ıl′(x2)F1(k, x3)+
α11 F2(l, x1) ıl′(x2) ık(x3)+ α22 ıl(x1)F2(l′, x2) ık(x3)+
α33 ıl(x1) ıl′(x2)F2(k, x3)+ α12 F1(l, x1)F1(l′, x2) ık(x3)+
α13 F1(l, x1) ıl′(x2)F1(k, x3)+ α23 ıl(x1)F1(l′, x2)F1(k, x3)] .

The term in brackets will be shortened as {...}

H =
2
3

1

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr25V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
∞∑
l=0

∞∑
l′=0

∞∑
k=0

(2l + 1)(2l′ + 1)(2k + 1)Pl(µ1)Pl′(µ2)Pk(µ3){...} , (D.26)

H =
2
3

(4π)3

2
3
2π

3
2 b3

∫
dR̂

∫
dR̂′ YL′0(R̂′)YL0(R̂)

∫
dr25V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
∞∑

l,l′,k=0

∑
m,m′,p

{...}Ylm(R̂)Y ∗
lm( ˆr25)Yl′m′(R̂′)Y ∗

l′m′( ˆr25)Ykp(R̂)Y ∗
kp(R̂′) (D.27)

where we have used,

Pl(ÂB̂) =
4π

2l + 1

l∑
m=−l

Ylm(Â)Y ∗
lm(B̂) . (D.28)

Reordering the integrations and writing the tensor dependence of the interaction in an
explicit form, (Y20( ˆr25)):

H =
2
3

(4π)3

2
3
2π

3
2 b3

√
4π
5

∞∑
l,l′,k=0

∫
dr25 r

2
25V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
{...}

∑
m,m′,p

∫
dR̂ YL0(R̂)Ylm(R̂)Ykp(R̂)

∫
dR̂′ YL′0(R̂′)Yl′m′(R̂′)Y ∗

kp(R̂′) (D.29)∫
dΩ25 Y

∗
lm( ˆr25)Y ∗

l′m′( ˆr25)Y20( ˆr25) .
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We can integrate the spherical harmonics using Eq. (A.12),

H =
2
3

(4π)3

2
3
2π

3
2 b3

∞∑
l,l′,k=0

√
(2l + 1)(2L+ 1)(2k + 1)

4π

(
l L k
0 0 0

)
√

(2l′ + 1)(2L′ + 1)(2k + 1)
4π

(
l′ L′ k
0 0 0

)√
(2l + 1)(2l′ + 1)

∑
m

(−1)m

(
l′ 2 l
−m 0 m

)(
l L k
−m 0 m

)(
l′ L′ k
−m 0 m

)
∫
dr25r

2
25V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
{...}

(
l′ 2 l
0 0 0

)
. (D.30)

Using now Eq. (A.13) we get:

H =
2
3

(4π)3

2
3
2π

3
2 b3

∞∑
l,l′,k=0

(−1)k

√
(2l + 1)(2L+ 1)(2k + 1)

4π

(
l L k
0 0 0

)
√

(2l′ + 1)(2L′ + 1)(2k + 1)
4π

(
l′ L′ k
0 0 0

)√
(2l + 1)(2l′ + 1)(

2 L′ L
0 0 0

){
2 L′ L
k l l′

}(
l′ 2 l
0 0 0

)
(D.31)∫

dr25r
2
25V (r25) exp

{−1
2b2

[
r225 + ES2 +DS2

]}
{...} .

This last expression can already be efficiently implemented in a computer in a reasonable
time.





Appendix E SPIN-ISOSPIN-COLOR COEFFICIENTS

The techniques for the calculation of these matrix elements has been already given in
several works, e.g. [15, 40]. In this section we only want to introduce the techniques.

The spin-isospin-color matrix element can be split into a color and a spin-isospin parts.

CSS′Tc = 〈ξc||V c||ξc〉〈χS′T ||V S→S′T ||χST 〉 , (E.1)

S(S′) and T stand for the initial(final) spin and the isospin of the two-baryon system. c
stands for color.

E.0.3 Color part

The six-quark color singlet state is constructed in the following way,

ξ6q
s = ξs(123) ξs(456) (E.2)

where ξs(123) is the three-quark color singlet.
The matrix elements we are interested in are of the form,

〈ξ6q
s |~λi · ~λj P

c
36|ξ6q

s 〉 (E.3)

The permutator operator of the SU(3)c group can be written in the following way,

P c
ij =

1
3

+
~λi · ~λj

2
(E.4)

The direct terms (not involving the exchange operator) can be calculated readily,

〈ξ6q
c |~λi · ~λj |ξ6q

c 〉 =
{
−8

3 Quarks in the same cluster
0 Quarks in a different cluster

(E.5)

The exchange terms can be obtained using similar arguments.

E.0.4 Spin-isospin part

We give the simplest case, which is at the same time very illustrative, of the techniques
used to calculate the spin-isospin matrix elements. Let us consider the following matrix
element,

M(S, T ) = 〈B1B2|PST
36 |B1B2〉 , (E.6)

123
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where |B1B2〉 is a state of six quarks with total spin S and isospin T. All the other spin-
isospin-color matrix elements which appear in the derivation can be obtained using similar
tools. In our derivation we will consider only the two-nucleon system, which is exactly the
same as considering the NN∗(1440) system in spin-isospin space.

For the case under consideration, which is, N and N∗(1440) resonance we have that the
two baryon wave function in spin and isospin can be written as,

|NN〉ST =
1
2

1∑
ll′=0

|(l, 1
2
),

1
2
; (l′,

1
2
),

1
2
;S,MS〉 ⊗

1
2
|(l, 1

2
),

1
2
; (l′,

1
2
),

1
2
;T,MT 〉 (E.7)

|NN∗〉ST =
1
2

1∑
ll′=0

|(l, 1
2
),

1
2
; (l′,

1
2
),

1
2
;S,MS〉 ⊗

1
2
|(l, 1

2
),

1
2
; (l′,

1
2
),

1
2
;T,MT 〉 (E.8)

to get these two-baryon wave functions one needs to take into account the fact that the
nucleon and the roper are spin and isospin 1/2 particles themselves. The matrix element
we are interested in evaluating is thus,

M(S, T ) =
1
4

∑
ll′l1l′1

〈(l1,
1
2
),

1
2
; (l′1,

1
2
),

1
2
;T,MT |P T

36|(l,
1
2
),

1
2
; (l′,

1
2
),

1
2
;T ′,M ′

T 〉

× 〈(l1,
1
2
),

1
2
; (l′1,

1
2
),

1
2
;S,MS |PS

36|(l,
1
2
),

1
2
; (l′,

1
2
),

1
2
;S′,M ′

S〉 . (E.9)

This case we are considering appears when evaluating the exchange kernels of the OSE.
We can define the following function,

ηNN
T (l, l′) = 〈l, l′;T,MT |P T

36|l, l′;T,MT 〉 (E.10)

which simplify the matrix element giving,

M(S, T ) =
1
4

∑
l,l′

ηNN
T (l, l′)ηNN

S (l, l′) . (E.11)

The idea is to recouple the angular momenta involved in the problem till the matrix
element of the two-body operator is acting on one of its eigenfunctions and then recouple
back again. To do so it is very useful to consider the angular momentum recoupling
formula Eq. (A.15). So we get for the ηT function:

ηNN
T (l, l′) =

∑
t1245,t′1245,t36,t′36

4
√
t̂1245t̂′1245t̂36t̂′36


l l′ t1245
1
2

1
2 t36

1
2

1
2 T




l l′ t′1245
1
2

1
2 t′36

1
2

1
2 T


〈(l, l′)t1245; (

1
2
,
1
2
)t36|P T

36|(l, l′)t′1245; (
1
2
,
1
2
)t′36〉 , (E.12)

with â = 2a+ 1. At this point we can calculate the action of P T
36 explicitly,

〈(l, l′)t1245; (
1
2
,
1
2
)t36|P T

36|(l, l′)t′1245; (
1
2
,
1
2
)t′36〉 = δt1245,t′1245

δt36,t′36
(−1)1+t36 (E.13)
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and we finally get,

M(S, T ) = 4
∑
ll′


l 1

2
1
2

1
2 l′ 1

2
1
2

1
2 S




l 1
2

1
2

1
2 l′ 1

2
1
2

1
2 T

 . (E.14)
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